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## Chapter 1

## Introduction

Until the last decade, the centuries-old problem of factoring large integers was of interest mainly to specialists. Worldwide interest in factoring integers increased dramatically in 1978, when Rivest, Shamir and Adleman [21] published their public key cryptosystem. The security of this system relies on the fact that some large integers are hard to factor. With the advent of powerful computing tools and numerous advances in mathematics computer science and cryptography, computational number theory in general and factoring large integers in particular has become an important subject in its own right. The aim of this paper is to give an overview of some of the factoring methods known today, with an emphasis on those factoring methods that utilize the Kraitchik factoring scheme.

### 1.1 Statement of the Factoring Problem:

The factoring problem can be simply stated as follows: Given an integer $N>1$ which is not a prime, find integers a and b both greater than 1 , such that $\mathrm{N}=\mathrm{a} * \mathrm{~b}$. This process may be further applied to $a$ and $b$, their factors, and so on, obtaining in the end the complete prime factorization of $N$.

There are really two problems here. The first problem
is the determination that $N$ is not a prime, and the second is the calculation of $a$ and $b$. In this paper, we are concerned with the second problem. For readers interested in the first problem and the determination of the primeness of an integer (i.e. the problem of primality testing), we recommend few references to the enormous literature [1], [3], and [20].

Given that we know that N is composite, how can we proceed to find the factors of $N$ ? This seems a much harder problem than that of showing that N is composite. Everyone knows an algorithm on input of an integer $N>1$ either proves N is prime or produces the complete prime factorization of $N$ when $N$ is composite. This is the trial division algorithm. The trial division algorithm consists of making trial divisions of the number $N$ by all primes less than or equal to $\sqrt{N}$. In the worst case, this is an $O(\sqrt{N})$ algorithm and, when $N$ is large, means that it could take a very long time to execute. For example, we might use the trial division algorithm on a computer that can do one million trial divisions per second to determine if a given integer N is prime or composite. If N is a prime near $10^{40}$, the running time would be about one million years. If $N$ is a prime near $10^{50}$, the age of the universe would not suffice. Thus in factoring large integers, the main concern is in reducing the running time of the factoring method and
developing new factoring methods with lower running times. Several ingenious ways to speed up the factoring process have been discovered.

## REMARKS CONCERNING THE EXAMPLES GIVEN IN THE PAPER:

The factoring methods presented in this paper are employed to factor large integers - in some cases over a 100 decimal digit integers using high speed computers. However, in this paper the examples presented to illustrate the different factoring methods are of small integers so that calculations can be carried out by hand or with a calculator.

### 1.2 Review of Elementary Number Theory

The object of this introductory section is to provide the readers with a short account of the concepts from elementary number theory that we need in later chapters. Most of the results in this section are given without proof. The proofs can be found in most elementary number theory books, such as [22], [23].

DEFINITIONS

1. An integer $P>1$ is called a prime number, or simply a prime, if its only positive divisors are 1 and $P$.
2. An integer which is not a prime is called a composite number.
3. If $a$ and $b$ are integers, we say that $a$ divides $b$ if
there is an integer $c$ such that $b=a c$. If $a$ divides $b$ we denote this by $a \mid b$. We write $a \nmid b$ to indicate that $b$ is not divisible by a.
4. Let $a$ and $b$ be given integers, where at least one of them is different from zero. The greatest common divisor of $a$ and $b$, denoted by gcd ( $a, b$ ), is the positive integer $d$ satisfying:
(a) $d \mid a$ and $d \mid b$
(b) if $c \mid a$ and $c \mid b$, then $c s d$.
5. The least common multiple of two nonzero integers $a$ and $b$, denoted by lcm [a, b], is the positive integer m satisfying
(a) $a \mid m$ and $b \mid m$
(b) if $a \mid c$ and $b \mid c$ with $c>0$, then $m \leq c$.
6. Let n be a fixed positive integer. Two integers a and b are said to be congruent modulo n , symbolized by $a \equiv b(\bmod n)$, if $n$ divides the difference $a-b$. That is if $\mathrm{a}-\mathrm{b}=\mathrm{kn}$ for some integer k .
7. Let P be an odd prime and a an integer such that $g \subset d$ $(\mathrm{a}, \mathrm{P})=1$. If the congruence $\mathrm{x}^{2} \equiv \mathrm{a}(\bmod \mathrm{P})$ has a solution, then a is said to be a quadratic residue of P. Otherwise $a$ is called a quadratic nonresidue of $P$.
8. Let p be an odd prime and gcd $(\mathrm{a}, \mathrm{p})=1$, then the Legendre symbol $\left(\frac{a}{p}\right)$ is defined by

$$
\left(\frac{a}{p}\right)=\left\{\begin{aligned}
1 & \text { if a is quadratic residue of } p \\
-1 & \text { if a is quadratic nonresidue of } p
\end{aligned}\right.
$$

## THEOREMS (WITHOUT PROOFS)

Theorem 1: If $a, b, c, d, k$ and $m$ are integers where $m>0$, $\mathrm{k}>0$, such that $a \equiv b(\bmod m)$, and $c \equiv d(\bmod m)$, then
(1) $a+c \equiv b+d(\bmod m)$
(2) $a-c \equiv b-d(\bmod m)$
(3) $\mathrm{ac} \equiv \mathrm{bd}(\bmod m)$
(4) $\quad a^{k} \equiv b^{k}(\bmod m)$
(5) $f(a) \equiv f(b)(\bmod m)$ where $f(x)$ is a polynomial with integer coefficients.

Theorem 2: If $a, b, c$, and $m$ are integers such that $m>0$. $\mathrm{d}=\operatorname{gcd}(\mathrm{c}, \mathrm{m})$ and $\mathrm{ac} \equiv \mathrm{bc}(\bmod m)$, then $\mathrm{a} \equiv \mathrm{b}\left(\bmod \frac{m}{d}\right)$.

Theorem 3: If $a \equiv b\left(\bmod m_{1}\right), a \equiv b\left(\bmod m_{2}\right), \ldots$, and $a \equiv$ $b\left(\bmod m_{k}\right)$, where $a, b, m_{1}, m_{2}, m_{k}$ are integers with $m_{1}$, $m_{2}, \ldots, m_{k}$ are positive then $a \equiv b\left(\bmod \operatorname{lcm}\left[m_{1}, m_{2}, \ldots\right.\right.$, $\left.m_{k}\right]$ ).

Theorem 4 (Euler's Criterion): Let $p$ be an odd prime and let a be a positive integer not divisible by $p$. Then $\left(\frac{a}{p}\right) \equiv a^{\frac{(p-1)}{2}}(\bmod p)$.

Theorem 5: Let $p$ be an odd prime and let $a$ and $b$ be integers relatively prime to $p$, then
(1) if $\mathrm{a} \equiv \mathrm{b}(\bmod \mathrm{p})$, then $\left(\frac{a}{p}\right)=\left(\frac{b}{p}\right)$
(2) $\left(\frac{a b}{p}\right)=\left(\frac{a}{p}\right)\left(\frac{b}{p}\right)$
(3) $\left(\frac{-1}{p}\right)=(-1)^{\frac{(p-1)}{2}}$
(4) $\left(\frac{2}{p}\right)=(-1)^{\frac{\left(p^{2}-1\right)}{8}}$

Theorem 6 (Law of Quadratic Reciprocity): If $p$ and $q$ are distinct odd primes and either $p$ or $q$ is $\equiv 1(\bmod 4)$, then

$$
\left(\frac{p}{q}\right)=\left(\frac{q}{p}\right)
$$

If both p and q are $\equiv 3(\bmod 4)$, then

$$
\left(\frac{p}{q}\right)=-\left(\frac{q}{p}\right) .
$$

Theorem 7 (The Chines Remainder Theorem): Let $m_{1}, m_{2}, \ldots$, $m_{r}$ be pairwise relatively prime positive integers. Then the system of congruences

$$
\begin{gathered}
x \equiv a_{1}\left(\bmod m_{1}\right), \\
x \equiv a_{2}\left(\bmod m_{2}\right) . \\
\cdot \\
\cdot \\
x \equiv a_{r}\left(\bmod m_{r}\right) .
\end{gathered}
$$

has a unique solution modulo $M=m_{1} \cdot m_{2} \ldots m_{r}$.

Theorem 8 (The Euclidean algorithm): Let $r_{0}=a$ and $r_{1}=b$ be integers such that $a \geq b>0$. If the division algorithm is successively applied to obtain $r_{j}=r_{j+1} q_{j+1}+r_{j+2}$ with
$0<r_{j+2}<r_{j+1}$ for $j=0,1,2, \ldots, n-2$ and $r_{n+1}=0$ then ged $(a, b)=r_{n}$, the last nonzero remainder. Example: To find gcd $(252,198)$, we apply the Euclidean algorithm as follows:

$$
\begin{aligned}
252 & =198 \cdot 1+54 \\
198 & =54 \cdot 3+36 \\
54 & =36 \cdot 1+18 \\
36 & =18 \cdot 2
\end{aligned}
$$

18 is the last nonzero remainder, hence gcd $(252,196)=18$.

Fast Exponentiation (or modular exponentiation): We apply this algorithm to congruences involving large powers of integers. An example would be finding the least positive residue of $b^{N}$ mod $m$ when both $m$ and $N$ are very large. To illustrate this algorithm, we proceed as follows: Let m, b, $N$ be positive integers. To compute $b^{N} \bmod m$, where $N$ and $m$ are large integers; we first express the exponent N in binary notation as $N=\left(a_{k} a_{k-1} \ldots a_{1} a_{0}\right)_{2}$. Then we find the least positive residues of $b, b^{2}, b^{4}, \ldots, b^{2^{k}}$ modulo $m$, by
successively squaring and reducing modulo m. Finally, we multiply the least positive residues modulo $m$ of $b^{2^{j}}$ for those $a_{j}$ with $a_{j}=1$, reducing modulo $m$ after each multiplication.

Example: Find the least positive residue of $2^{644} \bmod 645$. Solution: First we express 644 in binary notation

$$
\begin{aligned}
644 & =2 \cdot 322+0 \\
322 & =2 \cdot 161+0 \\
161 & =2 \cdot 80+1 \\
80 & =2 \cdot 40+0 \\
40 & =2 \cdot 20+0 \\
20 & =2 \cdot 10+0 \\
10 & =2 \cdot 5+0 \\
5 & =2 \cdot 2+1 \\
2 & =2 \cdot 1+0 \\
1 & =2 \cdot 0+1
\end{aligned}
$$

Therefore, $(644)_{10}=(1010000100)_{2}=$
$1 \cdot 2^{9}+0 \cdot 2^{8}+1 \cdot 2^{7}+0 \cdot 2^{6}+0 \cdot 2^{5}+0 \cdot 2^{4}+0 \cdot 2^{3}+1 \cdot 2^{2}+0 \cdot 2^{1}+0 \cdot 2^{0}$. We have here $\mathrm{b}=2, \mathrm{~N}=644, \mathrm{~m}=645$. We find the least positive residue of $b, b^{2}, \ldots, b^{2^{k}}$ modulo $N$ by squaring and reducing mod $m$ as follows

$$
\begin{aligned}
2 & \equiv 2(\bmod 645) \\
2^{2} & \equiv 4(\bmod 645) \\
2^{4} & \equiv 16(\bmod 645)
\end{aligned}
$$

$$
\begin{aligned}
& 2^{8} \equiv 256(\bmod 645) \\
& 2^{16} \equiv\left(2^{8}\right)^{2} \equiv 391(\bmod 645) \\
& 2^{32} \equiv\left(2^{16}\right)^{2} \equiv 16(\bmod 645) \\
& 2^{64} \equiv 256(\bmod 645) \\
& 2^{128} \equiv 391(\bmod 645) \\
& 2^{256} \equiv 16(\bmod 645) \\
& 2^{512} \equiv 256(\bmod 645)
\end{aligned}
$$

We multiply the least positive residues modulo 645 of $2^{2^{\text {f }}}$ for these $j$ with $a_{j}=1$. This gives $2^{644}=$ $2^{2^{9}} \cdot 2^{2^{7}} \cdot 2^{2^{4}}=2^{512+128+4}=2^{512} \cdot 2^{128} \cdot 2^{4} \equiv 256.391 .16 \equiv 1(\bmod 645)$.

### 1.3 Continued Fractions:

This section gives a brief introduction to continued fractions. We will restrict the discussion of this fascinating subject to only those features which will be needed in the paper.

A continued fraction is an expression of the form


$$
\mathrm{b}_{2}+\ldots
$$

$$
\mathrm{b}_{3}+\ldots
$$

$$
\mathrm{b}_{4}+\cdots
$$

where $a_{1}, a_{2}, \ldots$ and $b_{1}, b_{2}, \ldots$ are real (or complex) numbers, and the number of terms may be finite or infinite.

The numbers $a_{j}$ are called partial numerators and the numbers $b_{i}$ (apart from $b_{0}$ ) are called partial denominators
(or partial quotients).
A much more convenient way of writing a continued fraction is $b_{0}+\frac{a_{1}}{b_{1}+} \frac{a_{2}}{b_{2}+} \frac{a_{3}}{b_{3}+\ldots}$

If all partial numerators $a_{i}$ are equal to 1 , and if $b_{0}$ is an integer and all partial denominators $b_{i}$ are positive integers, the continued fraction is said to be simple or regular. A simple continued fraction would have the form

$$
b_{0}+\frac{1}{b_{1}+\frac{1}{b_{2}+} \frac{1}{b_{3}+} \ldots . . . . . .}
$$

Another convenient way to write the simple continued fraction above is

$$
\left[b_{0}, b_{1}, b_{2}, \ldots\right]
$$

Let us consider the finite simple continued fraction

$$
x=2+\frac{1}{3+} \frac{1}{4+} \frac{1}{2} .
$$

$$
=2+\frac{1}{3}+\frac{1}{4+\frac{1}{2}}
$$

$$
=2+\frac{1}{3+\frac{1}{\frac{9}{2}}}
$$

$$
=2+\frac{1}{3+\frac{2}{9}}=2+\frac{1}{\frac{29}{9}}=2+\frac{9}{29}
$$

$$
=\frac{67}{29} .
$$

Thus, the continued fraction represents the rational number $\frac{67}{29}$. Conversely, let $x=\frac{24}{19}$.

Then, $\frac{24}{19}=1+\frac{5}{19}=1+\frac{1}{\frac{19}{5}}$

$$
\frac{19}{5}=3+\frac{4}{5}=3+\frac{1}{\frac{5}{4}}
$$

$$
\frac{5}{4}=1+\frac{1}{4}
$$

Thus, $x=\frac{24}{19}=1+\frac{1}{3+\frac{1}{1+\frac{1}{4}}}$
or, $\quad x=3+\frac{1}{1+} \frac{1}{4}$.

In general, we have the following theorem whose proof can be found in [23].

## Theorem 1.1:

Any finite simple continued fraction represents a rational number. Conversely, any rational number $\frac{p}{q}$ can be represented as a finite simple continued fraction in a unique way.

Now, let us construct the continued fraction of irrational numbers. The procedure for expanding an irrational number is fundamentally the same as that used for rational numbers.

Let $x$ be an irrational number. The continued fraction expansion of $x$ is achieved by successively computing the numbers $b_{0}, b_{1}, b_{2}, \ldots, b_{n}, \ldots$ and the numbers
$x_{1}, x_{2}, x_{3}, \ldots, x_{n}, \ldots$ as follows:
Let $b_{0}=[x]$ be the greatest integer less than or equal to $x$ and express $x$ in the form $x=b_{0}+\frac{1}{x_{1}}, 0<\frac{1}{x_{1}}<1$, where
the number $x_{1}$ is given by $x_{1}=\frac{1}{x-b_{0}}>1$.

Note that $x_{1}$ is irrational, for, if an integer (in this case $b_{0}$ ) is subtracted from an irrational number (in this case $x_{1}$ ), the result and the reciprocal of the result are irrational.

Let $b_{1}=\left[x_{1}\right]$ and express $x_{1}$ in the form $x_{1}=b_{1}+\frac{1}{x_{2}}, 0<\frac{1}{x_{2}}<1, b_{1} \geq 1$ where, again, the number $x_{2}=\frac{1}{x_{1}-b_{1}}>1$, is irrational.

This calculation may be repeated indefinitely, producing the following equations:

$$
\begin{aligned}
& b_{0}=[x], \\
& x=b_{0}+\frac{1}{x_{1}}, x_{1}>1, \quad b_{1}=\left[x_{1}\right], \\
& x_{1}=b_{1}+\frac{1}{x_{2}}, \quad x_{2}>1, \quad b_{1} \geq 1, \quad b_{2}=\left[x_{2}\right] \\
& \cdot \\
& \cdot \\
& b_{n}=\left[x_{n}\right] \\
& x_{n}=b_{n}+\frac{1}{x_{n+1}}, \quad x_{n+1}>1, \quad b_{n} \geq 1,
\end{aligned}
$$

where $b_{0}, b_{1}, \ldots, b_{n}, \ldots$ are all integers and the numbers $x_{0}, x_{1}, x_{2}, \ldots, x_{n}, \ldots$ are all irrational. This process cannot terminate, for the only way this could happen would be for some integer $b_{n}$ to be equal to $x_{n}$, which is impossible since each successive $x_{i}$ is irrational.

If we combine all the above equations, we obtain the continued fraction expansion for $x$ as

$$
\begin{gathered}
x=b_{0}+\frac{1}{b_{1}+} \frac{1}{b_{2}+} \frac{1}{b_{3}+} \cdots \frac{1}{b_{n}+} \cdots \text { or } \\
x=\left[b_{0}, b_{1}, b_{2}, b_{3}, \ldots, b_{n}, \ldots\right] .
\end{gathered}
$$

Example: Expand $\sqrt{2}$ into an infinite simple continued fraction.

$$
\begin{aligned}
& b_{0}=[\sqrt{2}]=1, \quad \sqrt{2}=1+\frac{1}{x_{1}}, \\
& x_{1}=\frac{1}{\sqrt{2}-1}=\sqrt{2}+1, \quad b_{1}=\left[x_{1}\right]=2, \\
& x_{1}=2+\frac{1}{x_{2}}, \quad x_{2}=\frac{1}{x_{1}-2}=\frac{1}{(\sqrt{2}+1)-2}=\frac{1}{\sqrt{2}-1}=\sqrt{2}+1 .
\end{aligned}
$$

Since $x_{2}$ has turned out to be the same as $x_{1}$, there is no need for further calculation, because the calculation of $x_{3}, x_{4}, \ldots$ in each case will produce the same result, namely $\sqrt{2}+1$ and $b_{3},=b_{4}=\ldots=2$. Thus, the continued fraction expansion of $\sqrt{2}$ is

$$
\begin{aligned}
\sqrt{2} & =1+\frac{1}{2+} \frac{1}{2+} \frac{1}{2}+\ldots \\
& =[1,2,2, \ldots]
\end{aligned}
$$

$=[1, \overline{2}]$, where the bar over the 2 on the right hand side indicates that the number 2 is repeated indefinitely.

Similarly we have

$$
\begin{aligned}
& \begin{array}{l}
\sqrt{3}=1+\frac{1}{1+} \frac{1}{2+} \frac{1}{1+} \frac{1}{2}+\ldots \\
=[1, \overline{1,2}]
\end{array} \\
& \sqrt{31}=[5, \overline{1,1,3,5,3,1,1,10}]
\end{aligned}
$$

In these examples, the continued fractions are periodic. In fact, this is true for any irrational number of the form $\sqrt{N}$. In general we have the following theorem:

Theorem 1.2 (Lagrange):
Any quadratic irrational number $x=\frac{P+\sqrt{D}}{Q}$, where $P$ and $Q \neq 0$
are integers, and $D$ is a positive integer which is not a perfect square, has a continued fraction expansion which is periodic from some point onwards.

The proof of Lagrange's Theorem is given in [23]. Our next objective is to study some general properties of continued fractions, whose validity does not depend on the nature of the terms $b_{1}, b_{2}, b_{3}, \ldots$ of the continued fraction. For the time being, therefore, we treat the terms of a continued fraction as real numbers.

Let $b_{0}+\frac{1}{b_{1}+} \frac{1}{b_{2}}+\ldots$ be any continued fraction. The
continued fractions $b_{0}, b_{0}+\frac{1}{b_{1}}, b_{0}+\frac{1}{b_{1}+} \frac{1}{b_{2}}, \ldots$ obtained by
stopping the expansion process after the first, second, third, ... steps, are called the first, second, third, ... convergents respectively. In general, the nth convergent is

$$
C_{n}=b_{0}+\frac{1}{b_{1}+} \frac{1}{b_{2}+} \cdots \frac{1}{b_{n}}
$$

It is important to develop a systematic way of computing these convergents.

We write $c_{0}=\frac{b_{0}}{1}=\frac{A_{0}}{B_{0}}$, where $A_{0}=b_{0}, B_{0}=1$

$$
c_{1}=b_{0}+\frac{1}{b_{1}}=\frac{b_{0} b_{1}+1}{b_{1}}=\frac{A_{1}}{B_{1}}
$$

where $A_{1}=b_{0} b_{1}+1, B_{1}=b_{1}, \quad C_{2}=b_{0}+\frac{1}{b_{1}+} \frac{1}{b_{2}}=\frac{b_{0} b_{1} b_{2}+b_{0}+b_{2}}{b_{1} b_{2}+1}=\frac{A_{2}}{B_{2}}$,

$$
C_{3}=b_{0}+\frac{1}{b_{1}+} \frac{1}{b_{2}+} \frac{1}{b_{3}}=\frac{b_{0} b_{1} b_{2} b_{3}+b_{0} b_{1}+b_{0} b_{3}+b_{2} b_{3}+1}{b_{1} b_{2} b_{3}+b_{1}+b_{3}}=\frac{A_{3}}{B_{3}}
$$

Now, let us take a closer look at these convergents. For example $C_{2}=\frac{b_{0} b_{1} b_{2}+b_{0}+b_{2}}{b_{1} b_{2}+1}=\frac{b_{2}\left(b_{0} b_{1}+1\right)+b_{0}}{b_{2}\left(b_{1}\right)+1}=\frac{b_{2} A_{1}+A_{0}}{b_{2} B_{1}+B_{0}}=\frac{A_{2}}{B_{2}}$.

Thus, $A_{2}=b_{2} A_{1}+A_{0}$ and $B_{2}=b_{2} B_{1}+B_{0}$.
Also $C_{3}=\frac{b_{3}\left(b_{0} b_{1} b_{2}+b_{0}+b_{2}\right)+\left(b_{0} b_{1}+1\right)}{b_{3}\left(b_{1} b_{2}+1\right)+\left(b_{1}\right)}=\frac{b_{3} A_{2}+A_{1}}{b_{3} B_{2}+B_{1}}=\frac{A_{3}}{B_{3}}$.

Thus, $A_{3}=b_{3} A_{2}+A_{1}$ and $B_{3}=b_{3} B_{2}+B_{1}$.

In general, we have the following theorem.
Theorem 1.3:
Let $b_{0}, b_{1}, \ldots, b_{n}, \ldots$ be real numbers, with $b_{1}, b_{2}$, ... $b_{n}, \ldots$ positive. Let the sequences $A_{0}, A_{1}, \ldots, A_{n}, \ldots$ and $B_{0}, B_{1}, \ldots, B_{n}, \ldots$ be defined recursively by $A_{0}=b_{0}, B_{0}=1, A_{1}=b_{0} b_{1}+1, B_{1}=b_{1}$ and $A_{k}=b_{k} A_{k-1}+A_{k-2}$, $B_{k}=b_{k} B_{k-1}+B_{k-2}$ for $k=2,3, \ldots$. Then, the eth convergent $c_{k}=\left[b_{0}, b_{1}, \ldots, b_{k}\right]$ is given by $C_{k}=\frac{A_{k}}{B_{k}}$.

## Proof:

The proof is by mathematical induction on $k$. For $k=0$ we have $C_{0}=\left[b_{0}\right]=\frac{b_{0}}{1}=\frac{A_{0}}{B_{0}}$.

For $k=1, \quad C_{1}=\left[b_{0}, b_{1}\right]=b_{0}+\frac{1}{b_{1}}=\frac{b_{0} b_{1}+1}{b_{1}}=\frac{A_{1}}{B_{1}} . \quad$ Hence, the theorem is valid for $k=0,1$. Assume that the theorem is valid for the integers $0,1,2, \ldots, k$ for some integer $k \geq$ 1. Thus $C_{k}=\left[b_{0}, b_{1}, \ldots, b_{k}\right]=\frac{A_{k}}{B_{k}}=\frac{b_{k} A_{k-1}+A_{k-2}}{b_{k} B_{k-1}+B_{k-2}}, \quad C_{k+1}=\left[b_{0}, b_{1}\right.$, $\left.\ldots, b_{k}, b_{k+1}\right]=\left[b_{0}, b_{1}, \ldots, b_{k}\right]+\frac{1}{b_{k+1}}=\left[b_{0}, b_{1}, \ldots b_{k-1}\right.$,

$$
\left.b_{k}+\frac{1}{b_{k+1}}\right]=\frac{\left(b_{k}+\frac{1}{b_{k+1}}\right) A_{k-1}+A_{k-2}}{\left(b_{k}+\frac{1}{b_{k}+1}\right) B_{k-1}+B_{k-2}}
$$

$$
=\frac{\left(b_{k} b_{k+1}+1\right) A_{k-1}+b_{k+1} A_{k-2}}{\left(b_{k} b_{k+1}+1\right) B_{k-1}+b_{k+1} B_{k-2}}
$$

$$
=\frac{b_{k+1}\left(b_{k} A_{k-1}+A_{k-2}\right)+A_{k-1}}{b_{k+1}\left(b_{k} B_{k-1}+B_{k-2}\right)+B_{k-1}}
$$

$$
=\frac{b_{k+1} A_{k}+A_{k-1}}{b_{k+1} B_{k}+B_{k-1}}
$$

$$
=\frac{A_{k+1}}{B_{k+1}}
$$

Thus, the theorem is valid for $\mathrm{k}+1$ and $C_{n}=\frac{A_{n}}{B_{n}}$ for any nonnegative integer $n$.

## Theorem 1.4:

Let $C_{k}=\frac{A_{k}}{B_{k}}$ be the kth convergent of the continued
fraction $\left[b_{0}, b_{1}, \ldots,\right]$ where $k=1,2, \ldots$. If $A_{k}$ and $B_{k}$ are as defined in Theorem 1.3 above, then
$A_{k} B_{k-1}-A_{k-1} B_{k}=(-1)^{k-1}$ for any integer $k \geq 1$.

## Proof:

The proof is by mathematical induction on $k$. For $\mathrm{k}=1$ we have $A_{1} B_{0}-A_{0} B_{1}=\left(b_{0} b_{1}+1\right) \cdot 1-b_{0} \cdot b_{1}=1=(-1)^{1-1}$. Assume the theorem is true for some integer $k \geq 1$. Thus, $A_{k} B_{k-1}-A_{k-1} B_{k}=(-1)^{k-1}$. Then, we have
$A_{k+1} B_{k}-A_{k} B_{k+1}=\left(b_{k+1} A_{k}+A_{k-1}\right) B_{k}-A_{k}\left(b_{k+1} B_{k}+B_{k-1}\right)$
$=b_{k+1} A_{k} B_{k}+A_{k-1} B_{k}-A_{k} b_{k+1} B_{k}-A_{k} B_{k-1}=A_{k-1} B_{k}-A_{k} B_{k-1}=-\left(A_{k} B_{k-1}-A_{k-1} B_{k}\right)$
$=-(-1)^{k-1}=(-1)^{k}$.
Thus, the theorem is true for $k+1$, and $A_{k} B_{k-1}-A_{k-1} B_{k}=(-1)^{k-1}$ for any integer $k \geq 1$.

## Corollary 1:

Let $C_{k}=\frac{A_{k}}{B_{k}}$ be the kth convergent of the simple
continued fraction $\left[b_{0}, b_{1}, b_{2}, \ldots\right]$. Then, the integers $A_{k}$ and $B_{k}$ are relatively prime.

## Proof:

Let $d=\operatorname{gcd}\left(A_{k}, B_{k}\right)$, then $d \mid A_{k}$ and $d \mid B_{k}$. Thus, $d \mid\left(x A_{k}+y B_{k}\right)$ for any integers $x$ and $y$. In particular let $x=B_{k-1}$ and $y=-A_{k-1}$, then $d \mid\left(A_{k} B_{k-1}-A_{k-1} B_{k}\right)$. But, $A_{k} B_{k-1}-A_{k-1} B_{k}=(-1)^{k-1}$. Hence $d \mid(-1)^{k-1}$. Therefore $d=1$ and $A_{k}$ and $B_{k}$ are relatively prime.

## Corollary 2

Let $C_{k}=\frac{A_{k}}{B_{k}}$ be the kth convergent of the continued
fraction $\left[b_{0}, b_{1}, \ldots\right]$. Then, $C_{k}-C_{k-1}=\frac{(-1)^{k-1}}{B_{k} B_{k-1}}$ for all $k \geq 1$
and $C_{k}-C_{k-2}=\frac{b_{k}(-1)^{k}}{B_{k} B_{k-2}}$ for all $k \geq 2$.

## Proof:

From Theorem 1.4 we have $A_{k} B_{k-1}-B_{k} A_{k-1}=(-1)^{k-1}$.
Dividing both sides by $B_{k} B_{k-1}$, we obtain $\frac{A_{k}}{B_{k}}-\frac{A_{k-1}}{B_{k-1}}=\frac{(-1)^{k-1}}{B_{k} B_{k-1}}$.

Thus, $\quad C_{k}-C_{k-1}=\frac{(-1)^{k-1}}{B_{k} B_{k-1}}$. To establish the second identity, we have $\quad C_{k}-C_{k-2}=\frac{A_{k}}{B_{k}}-\frac{A_{k-2}}{B_{k-2}}=\frac{A_{k} B_{k-2}-B_{k} A_{k-2}}{B_{k} B_{k-2}}$. Since $A_{k}=b_{k} A_{k-1}+A_{k-2}$
and $B_{k}=b_{k} B_{k-1}+B_{k-2}$,

$$
\begin{aligned}
& C_{k}-C_{k-2}=\frac{\left(b_{k} A_{k-1}+A_{k-2}\right) B_{k-2}-\left(b_{k} B_{k-1}+B_{k-2}\right) A_{k-2}}{B_{k} B_{k-2}} \\
& =\frac{b_{k} A_{k-1} B_{k-2}+A_{k-2} B_{k-2}-b_{k} B_{k-1} A_{k-2}-B_{k-2} A_{k-2}}{B_{k} B_{k-2}}=\frac{b_{k}\left(A_{k-1} B_{k-2}-B_{k-1} A_{k-2}\right)}{B_{k} B_{k-2}}=
\end{aligned}
$$

$=\frac{b_{k}(-1)^{k}}{B_{k} B_{k-2}}$.

## Theorem 1.5:

Let x be a real number whose continued fraction expansion $x=\left[b_{1}, b_{2}, b_{3}, \ldots\right]$ has convergents $\frac{A_{i}}{B_{i}}$. Then, for each i, either $\frac{A_{i}}{B_{i}}<x<\frac{A_{i+1}}{B_{i+1}}$, or $\frac{A_{i+1}}{B_{i+1}}<x<\frac{A_{i}}{b_{i}}$.

## Proof:

Let $x=b_{1}+\frac{1}{b_{2}+} \frac{1}{b_{3}+} \cdots \frac{1}{b_{n-1}+} \frac{1}{x_{n}}$, where $x_{n}$ denotes the rest of the fraction, that is, $x_{n}=b_{n}+\frac{1}{b_{n+1}+} \frac{1}{b_{n+2}}+\ldots=$ $b_{n}+\frac{1}{x_{n+1}}$, and $x_{n+1}=b_{n+1}+\frac{1}{b_{n+2}}+\frac{1}{b_{n+3}}+\ldots . \quad$ We have
$x_{n}=b_{n}+\frac{1}{x_{n+1}}>b_{n}$ since $\frac{1}{x_{n+1}}>0$. Similarly, $x_{n+1}>b_{n+1}$ or $\frac{1}{x_{n+1}}<\frac{1}{b_{b+1}}$.

Thus $\mathrm{b}_{\mathrm{n}}<\mathrm{x}_{\mathrm{n}}=\mathrm{b}_{\mathrm{n}} \frac{1}{x_{n+1}}<\mathrm{b}_{\mathrm{n}}+\frac{1}{b_{n+1}} \ldots$ (*)

Now, $\quad \frac{A_{n}}{B_{n}}=b_{1}+\frac{1}{b_{2}+} \frac{1}{b_{3}+} \cdots \frac{1}{b_{n-1}+} \frac{1}{b_{r}}$
$x=b_{1}+\frac{1}{b_{2}+} \frac{1}{b_{3}+} \cdots \frac{1}{b_{n-1}+} \frac{1}{x_{n}}$
$\frac{A_{n+1}}{B_{n+1}}=b_{1}+\frac{1}{b_{2}+} \frac{1}{b_{3}+} \cdots \frac{1}{b_{n}+} \frac{1}{b_{n+1}}$.

From (*) we thus have
$\frac{A_{n}}{B_{n}}=b_{1}+\frac{1}{b_{2}+} \cdots \frac{1}{b_{n-1}+} \frac{1}{b_{n}}=x-x_{n}+b_{n}<\lambda$, since $b_{n}-x_{n}<0$.

Also

$$
\frac{A_{n+1}}{B_{n+1}}=b_{1}+\frac{1}{b_{2}+} \cdots \frac{1}{b_{n-1}+} \frac{1}{b_{n}+} \frac{1}{b_{n+1}}=\left(x-x_{n}\right)+b_{n}+\frac{1}{b_{n+1}}
$$

$=x+\left(b_{n}+\frac{1}{b_{n+1}}-x_{n}\right)>x$, since $\left(b_{n}+\frac{1}{b_{n+1}}-x_{n}\right)>0$.

Hence $\frac{A_{n}}{B_{n}}<x<\frac{A_{n+1}}{B_{n+1}}$.

## THE CONTINOED FRACTION EXPANSION OF $\sqrt{N}$ :

We shall now demonstrate how the continued fraction expansion of $\sqrt{N}$ can be used to find small quadratic residues mod $N$. First we present an algorithm for finding the simple continued fraction of $\sqrt{N}$.

## Theorem 1.6:

Let $N$ be a positive integer that is not a perfect
square. Define $x_{k}=\frac{P_{k}+\sqrt{N}}{Q_{k}}$, where $P_{k}$ and $Q_{k} \neq 0$ are integers, determined by $P_{0}=0, Q_{0}=1, P_{k+1}=b_{k} Q_{k}-P_{k}$, and $Q_{k+1}=\frac{N-P_{k+1}^{2}}{Q_{k}}$, for
$k=0,1,2, \ldots$ where $b_{k}=\left[x_{k}\right]$. Then the continued fraction expansion of $\sqrt{N}$ is given by $\sqrt{N}=\left[b_{0}, b_{1}, b_{2}, \ldots\right]$.

## Proof:

First by using mathematical induction on $k$, we will show that $P_{k}$ and $Q_{k}$ are integers with $Q_{k} \neq 0$ and $Q_{k} \mid\left(N-P_{k}^{2}\right)$ for $k=0,1,2, \ldots$. For $k=0$, we have $P_{0}=0$ and $Q_{0}=1$ are integers and $Q_{0} \mid N$ holds from the hypothesis of the theorem. Now assume that $P_{k}$ and $Q_{k}$ are integers with $Q_{k} \neq 0$ and $Q_{k} \mid\left(N-P_{k}^{2}\right)$ for some integer $k \geq 0$, then $P_{k+1}=b_{k} Q_{k}-P_{k}$ is also an integer. Further, $Q_{K+1}=\frac{N-P_{k+1}^{2}}{Q_{K}}=\frac{N-\left(b_{k} Q_{k}-P_{k}\right)^{2}}{Q_{k}}$
$=\frac{N-\left(b_{k}^{2} Q_{k}^{2}-2 b_{k} Q_{k} P_{k}+P_{k}^{2}\right)}{Q_{k}}=\frac{\left(N-P_{k}^{2}\right)}{Q_{k}}+\left(2 b_{k} P_{k}-b_{k}^{2} Q_{k}\right)$. Since
$Q_{k} \mid\left(N-P_{k}^{2}\right)$ by the induction hypothesis, we see that $Q_{K+1}$ is an integer, and since N is not a perfect square $N-P_{k}^{2} \neq 0$,
thus $Q_{K+1}=\frac{N-P_{k}^{2}}{Q_{k}} \neq 0$. Since $Q_{\mathrm{k}}=\frac{N-P_{k+1}^{2}}{Q_{k+1}}$, we can conclude that $Q_{K+1} \mid\left(N-P_{K+1}^{2}\right)$. Therefore the assertion is true for $\mathrm{k}+1$. This completes the inductive argument. Next we need to show that the integers $b_{0}, b_{1}, b_{2}, \ldots$ are the partial quotients of the simple continued fraction of $\sqrt{N}$. We accomplish this by showing that $x_{k+1}=\frac{1}{x_{k}-b_{k}}$, for $k$
$=0,1,2, \ldots \quad x_{k}-b_{k}=\frac{P_{k}+\sqrt{N}}{Q_{k}}-b_{k}=\frac{\sqrt{N}-\left(b_{k} Q-K-P_{k}\right)}{Q_{k}}=\frac{\sqrt{N}-P_{k+1}}{Q_{k}}$ $=\frac{\sqrt{N}-P_{k+1}}{Q_{k}} \cdot \frac{\sqrt{N}+P_{k+1}}{\sqrt{N}+P_{k+1}}=\frac{N-P_{k}^{2}}{Q_{k}\left(\sqrt{N}+P_{k+1}\right)}=\frac{Q_{k} Q_{k+1}}{Q_{k}\left(\sqrt{N}+P_{K+1}\right)}=\frac{Q_{k+1}}{\sqrt{N}+P_{K+1}}=\frac{1}{X_{k+1}}$.

Hence $\sqrt{N}=\left[b_{0}, b_{1}, b_{2}, \ldots\right]$.
We illustrate the use of the algorithm given in Theorem 1.6 above with the following example.

## Example:

Let $\mathrm{N}=14$

$$
\text { Table } 1.1
$$

| $k$ | $P_{k}$ | $Q_{k}$ | $x_{k}$ | $b_{k}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 1 | $\sqrt{14}$ | 3 |


| 1 | 3 | 5 | $\frac{3+\sqrt{14}}{5}$ | 1 |
| :---: | :---: | :---: | :---: | :---: |
| 2 | 2 | 2 | $\frac{2+\sqrt{14}}{2}$ | 2 |
| 3 | 2 | 5 | $\frac{2+\sqrt{14}}{5}$ | 1 |
| 4 | 3 | 1 | $\frac{3+\sqrt{14}}{1}$ | 6 |
| 5 | 3 | 5 | $\frac{3+\sqrt{14}}{5}$ | 1 |

Since $x_{5}=x_{1}$, also $x_{6}=x_{2}$, and so on, which means that the block of integers $1,2,1,6,1$, repeats indefinitely. Thus the continued fraction expansion of $\sqrt{14}$ is periodic and is given by $\sqrt{14}=[3, \overline{1,2,1,6,2}]$. Notice that just before recurrence starts we have $Q_{k}=1$, thus $x_{k}=P_{k}+\sqrt{N}$, hence
$b_{k}=\left[x_{k}\right]=P_{k}+[\sqrt{N}]=P_{k}+b_{0}$. Also
$Q_{k+1}=N-P_{k+1}^{2}=N-\left(b_{k}-P_{k}\right)^{2}=N-b_{0}^{2}=Q_{1}$.
$P_{k+1}=b_{k} Q_{k}-P_{k}=b_{k}-P_{k}=b_{0}=P_{1}$.
Thus we have proved the following theorem.

Theorem 1.7:
Suppose that $Q_{k}=1$. then the pair $\left(P_{k+1}, Q_{k+1}\right)$ is a repeat of the pair $\left(P_{1}, Q_{1}\right)$, and hence the calculation of $P_{k}^{\prime} s, Q_{k}^{\prime} s, x_{k}^{\prime} s$ and $b_{k}^{\prime} ' s$ starts to repeat: $b_{k+1}=b_{1}, b_{k+2}=b_{2}$, etc.

There is one more result we need to prove here about the continued fraction expansion of $\sqrt{N}$. This result is in fact the key (or one of the keys) to find small quadratic residues mod $N$.

Theorem 1.8:
Let $N$ be a positive integer that is not a perfect
square. Define $x_{k}=\frac{P_{k}+\sqrt{N}}{Q_{k}}, b_{k}=\left[x_{k}\right], P_{k+1}=b_{k} Q_{k}-P_{k}$ and
$Q_{k+1}=\frac{N-P_{k+1}^{2}}{Q_{k}}$, for $k=0,1,2, \ldots$ where $x_{0}=\sqrt{N} P_{0}=0$ and $Q_{0}$
$=1$. Furthermore, let $\frac{A_{k}}{B_{k}}$ denote the kth convergent of the
continued fraction expansion of $\sqrt{N}$. Then
$A_{k}^{2}-N B_{k}^{2}=(-1)^{k+1} Q_{k+1}$.

To prove the theorem we need the following lemma.

Lemma 1.9:
Let N be a positive integer that is not a perfect square and a, b, c, and d are rational numbers. Then a + $\mathrm{b} \sqrt{N}=\mathrm{c}+\mathrm{d} \sqrt{N}$ if and only if $\mathrm{a}=\mathrm{c}$ and $\mathrm{b}=\mathrm{d}$.

## Proof:

$$
\text { Clearly if } \mathrm{a}=\mathrm{c} \text { and } \mathrm{b}=\mathrm{d} \text { then } \mathrm{a}+\mathrm{b} \sqrt{N}=\mathrm{c}+\mathrm{d} \sqrt{N} .
$$

Conversely, assume that $\mathrm{a}+\mathrm{b} \sqrt{N}=\mathrm{c}+\mathrm{d} \sqrt{N}$, if $\mathrm{b} \neq \mathrm{d}$ then
$\sqrt{N}=\frac{a-c}{d-b}$ but $\frac{a-c}{d-b}$ is a rational number and $\sqrt{N}$ is
irrational, thus $b=d$. Hence $a+b \sqrt{N}=c+b \sqrt{N}$ implies $a$ = c .

Proof: (Theorem 1.8)
Since $\sqrt{N}=x_{0}=\left[b_{0}, b_{1}, \ldots, b_{k}, x_{k+1}\right]$ then $\sqrt{N}=\frac{A_{k+1}}{B_{k+1}}$.

By Theorem 1.6 we have $\sqrt{N}=\frac{x_{k+1} A_{k}+A_{k-1}}{x_{k+1} B_{k}+B_{k-1}}$. Since
$x_{k+1}=\frac{\left(P_{k+1}+\sqrt{N}\right)}{Q_{k+1}}$ we have $\sqrt{N}=\frac{\left(P_{k+1}+\sqrt{N}\right) A_{k}+Q_{k+1} A_{k-1}}{\left(P_{k+1}+\sqrt{N}\right) B_{k}+Q_{k+1} B_{k-1}}$. Thus
$\left.\sqrt{N}\left[\left(P_{k+1}+\sqrt{N}\right) B_{k}+Q_{k+1} B_{k-1}\right]=\left(P_{k+1}+\sqrt{N}\right) A_{k}+Q_{\mathrm{k}+1} A_{k-1}\right)$.
Or $N B_{k}+\left(P_{k+1} B_{k}+Q_{k+1} B_{k-1}\right) \sqrt{N}=\left(P_{k+1} A_{k}+Q_{k+1} A_{k-1}\right)+A_{k} \sqrt{N}$
By Lemma 1.9 we must have (1) $N B_{k}=P_{k+1} A_{k}+Q_{k+1} A_{k-1}$, and (2) $P_{k+1} B_{k}+Q_{k+1} B_{k-1}=A_{k}$. Multiply the first equation by $B_{k}$
and the second equation by $A_{k}$ we obtain
(3) $N B_{k}^{2}=P_{k+1} A_{k} B_{k}+Q_{k+1} A_{k-1} B_{k}$
(4) $A_{k}^{2}=P_{k+1} B_{k} A_{k}+Q_{k+1} B_{k-1} A_{k}$.
subtract equation (3) from equation (4) we obtain $A_{k}^{2}-N B_{k}^{2}=\left(A_{k} B_{k-1}-A_{k-1} B_{k}\right) Q_{k+1}=(-1)^{k+1} Q_{k+1}$.

How large can the quadratic residues mod $N$ we obtain from the continued fraction expansion of $\sqrt{N}$ be? First we need to prove the following Lemma.

Lemma 1.10:
Let $x>1$ be a real number whose continued fraction expansion has convergent $\frac{A_{i}}{B_{i}}$. Then for all $i$ the inequality
hold: $\left|A_{i}^{2}-x^{2} B_{i}^{2}\right|<2 x$.

## Proof:

By Theorem 1.5 we have $\frac{A_{i}}{B_{i}}<x<\frac{A_{i+1}}{B_{i+1}}$.

Consider $\left|\frac{A_{i+1}}{B_{i+1}}-\frac{A_{i}}{B_{i}}\right|=\frac{\left|A_{i+1} \bullet B_{i}-A_{i} B_{i+1}\right|}{B_{i} B_{i+1}}=\frac{\left|(-1)^{i+1}\right|}{B_{i} B_{i+1}}$

$$
=\frac{1}{B_{i} B_{i+1}} \text { (By Theorem 1.4). }
$$

Thus $\left|A_{i}^{2}-x^{2} B_{i}^{2}\right|=B_{i}^{2}\left|\frac{A_{i}^{2}}{B_{i}^{2}}-x^{2}\right|=B_{i}^{2}\left|\frac{A_{i}}{B_{i}}-x\right| \cdot\left|\frac{A_{i}}{B_{i}}+x\right|$
$=B_{i}^{2}\left|x-\frac{A_{i}}{B_{i}}\right| \cdot\left|x+\frac{A_{i}}{B_{i}}\right|=B_{i}^{2}\left|x-\frac{A_{i}}{B_{i}}\right| \cdot\left(x+\frac{A_{i}}{B_{i}}\right)<B_{i}^{2}\left|\frac{A_{i+1}}{B_{i+1}}-\frac{A_{i}}{B_{i}}\right|\left(x+\frac{A_{i}}{B_{i}}\right)$
$=B_{i}^{2} \cdot \frac{1}{B_{i} B_{i+1}}\left(x+\frac{A_{i}}{B_{i}}\right)<B_{i}^{2} \cdot \frac{1}{B_{i} B_{i+1}}\left(x+\left(x+\frac{1}{B_{i} B_{i+1}}\right)\right) . \quad$ Hence
$\left|A_{i}^{2}-x^{2} B_{i}^{2}\right|-2 x<B_{i}^{2} \cdot \frac{1}{B_{i} B_{i+1}}\left(x+\left(x+\frac{1}{B_{i} B_{i+1}}\right)\right)-2 x$
$=\frac{B_{i}}{B_{i+1}}\left(2 x+\frac{1}{B_{i} B_{i+1}}\right)-2 x=2 x\left(\frac{B_{i}}{B_{i+1}}+\frac{1}{2 x B_{i+1}^{2}}-1\right)<2 x\left(\frac{B_{i}}{B_{i+1}}+\frac{1}{B_{i+1}}-1\right)$
$=2 x\left(\frac{B_{i}+1}{B_{i+1}}-1\right)<2 x\left(\frac{B_{i+1}}{B_{i+1}}-1\right)=0$. Thus $\left|A_{i}^{2}-x^{2} B_{i}^{2}\right|<2 x$.

Theorem 1.11:
Let $N$ be a positive integer which is not a perfect
square. Let $\frac{A_{i}}{B_{i}}$ be the convergents in the continued
fraction expansion of $\sqrt{N}$. Then the residue of $A_{i}^{2}(\bmod N)$ which is smallest in absolute value (i.e. between $-\frac{N}{2}$ and $\frac{N}{2}$ ) is less than $2 \sqrt{N}$.

## Proof:

Apply the previous Lemma with $x=\sqrt{N}$. Then $A_{i}^{2} \equiv b_{i}^{2}-N B_{i}^{2}$ $(\bmod N)$, but $\left|A_{i}^{2}-N B_{i}^{2}\right|<2 \sqrt{N}$.

This theorem implies the $Q_{k}$ 's satisfy the inequality $0<Q_{k}<2 \sqrt{N}$ for each $k$.

## Classical Factoring Techniques

In this chapter, we present a description of some classical factoring techniques. The factoring techniques presented are either currently in use in factoring large numbers or they are used in conjunction with one of the more recently developed factoring algorithms. In fact, many recent factoring algorithms are themselves based on these techniques.

Along with each factoring technique presented in this chapter is discussed not only the technique but the theory behind the technique. Improvements that speed the algorithms are discussed, and each algorithm is illustrated by examples. For some of the algorithms presented, a running time estimate is given as well.
2.1 Trial Division Method

Trial division is probably the first method that comes into consideration when attempting to factor an integer N (or of proving it prime). If $N=a \cdot b$ with $a>1$ and $b>1$, the $a$ and $b$ must be one of integers $2,3, \ldots, N-1$. Thus, the trial division algorithm in its simplest form consists of dividing $N$ by $2,3,4, \ldots, N-1$ in turn and to "cast out" each factor that is discovered. That is, if the trial division of N by one of the integers, say, $a$, leaves a zero remainder, a factorization $N=a \cdot\left(\frac{N}{a}\right)$ has been obtained.

The time required to find a factor of N by trial division is closely related to the number of possible trial divisors. Thus, most improvements to the speed the trial division algorithm attempt to eliminate some of the trial divisors in advance. Other improvements attempt to increase the speed of the algorithm by replacing some of the divisions by cheaper operations. The first step toward eliminating trial divisors is based on the simple observation that the list of divisors need not contain a number $u$ whose factors occur prior to $u$ in the list. This observation actually reduces the trial divisors to all primes below N.

A second step in eliminating more trial divisors is based on the following theorem.

Theorem 2.1:
If N is a composite integer, then N has a prime factor $P$ not exceeding $\sqrt{N}$.

## Proof:

If an integer $N>1$ is composite, then it may be written as $N=a b$, where $1<a<N$ and $1<b<N$. Assuming that $a \leq b$, we get $a^{2} \leq b a=N$ and ultimately $a \leq \sqrt{N}$. Since $a>$ l, then a has at least one prime factor $P$, and $P \leq a \leq \sqrt{N}$.

Thus, in the trial division algorithm it is sufficient to try as divisors all the primes less than or equal to
$[\sqrt{N}]$, where $[\sqrt{N}]$ denotes the greatest integer less than or equal to $\sqrt{N}$.

This reduction in the number of trial divisors leads to a speeding up of the algorithm. With these improvements we can outline the algorithm as follows:

First we divide N successively by the primes $2,3,5$, ..., $P$, where $P$ is the largest prime $\leq[\sqrt{N}]$, until discovering the first one, say $q_{1}$ for which $q_{1} \mid N$. Then $q_{1}$ is the smallest prime factor of N , and the same process may be applied to $\frac{N}{q_{1}}$ by successively dividing $\frac{N}{q_{1}}$ by $q_{1}$ and the
primes greater than $q_{1}$. The process stops when the unfactored part that remains is less than the square of the last prime we tested; for if $m$ is the unfactored part that remains and $q_{m}$ is the last prime tested and $m<q_{m}^{2}$, then $[\sqrt{m}] \leq g_{m}$ and $m$ must be prime.

Although the trial division algorithm is quite simple, the question remains: How can we generate all primes less than or equal to $[\sqrt{N}]$ ? If $N$ is not too large (say $N \leq$ $100,000)$, then it is convenient to store a table of primes up to some limit and take the sequence of trial divisors from this list. For example, if N is less than a million, we need to store a table of all primes less than 1000, and
there are 168 primes less than 1000. However, if the integer $N$ we wish to factor is too large, storing a table of primes less than or equal to $[\sqrt{N}]$ would speed the algorithm at the expense of using a good deal of storage space. An alternative to storing a table of primes would be to generate the primes. This leads to an algorithm running a little slower, but demanding less storage space. One way to improve the running time of the algorithm in the latter case is to use the integers 2 and 3 and then all positive integers of the form $6 k \pm 1$ as trial divisors. Clearly, this list of integers includes all primes and also includes some composite numbers, namely $24,35,49, \ldots$. To generate all integers of the form $6 k \pm 1$, we start with 5 and then alternately add 2 and 4 thus getting $5+2=7,7+4=11$, $11+2=13,13+4=17$, and so on. Other methods to reduce the number of trial divisors have been developed by Legendre and Gauss who used the theory of quadratic residues. Both methods will be presented in sections 2.2 and 2.3.

Let us illustrate the trial division algorithm by examples:

## Example 1:

Let $N=25852$.
The list of trial divisors are $2,3,5,7,11,13,17, \ldots$,
157. Since $2 \mid N$ then $q_{1}=2$ is a prime divisor of N. Now,
we consider the integer $N_{1}=\frac{N}{q_{1}}=12926$. With $2 \mid 12926, \mathrm{q}_{2}=2$
is a prime factor of $N_{1}$. Next we consider the integer $N_{2}=\frac{N_{1}}{q_{2}}=6463$. We find $N_{2}$ is not divisible by $2,3,5,7,11$, 13, 17,19 , but $23 \mid 6463$, hence $q_{3}=23$ is a prime factor of $\mathrm{N}_{2}$. Now, we consider the integer $N_{3}=\frac{N_{2}}{q_{3}}=281$. Since $N_{3}$ is
less than the square of the last prime tested, we know $\mathrm{N}_{3}=$ 281 must be a prime, and here we stop. Thus the
factorization of $N$ is $N=25852=2 \cdot 2 \cdot 23 \cdot 281$.
Note that the factorization of $N=25852$ has involved a total of 11 division operations, namely the division by 2 three times and the division one time by each of the integers 2, 5, 7, 11, 13, 17, 19, and 23.

Example 2:
Let $N=25849$.
The list of trial divisors are $2,3,5,7,11,13,17, \ldots$, 163. By dividing $N$ successively by the trial divisors, we find none of them divides $N$. Thus we conclude that $N=$ 25849 is prime.

Note that the number of division operations involved to attempt to factor $N=25849$ is 37 . Thus the number of division operations needed to attempt to factor 25849 is
more than three times the number of division operations needed to factor 25852. A natural question one may ask is, how many trial divisions are necessary to factor (or prove the primality) of an integer N by using the trial division algorithm? Obviously, the number of trial divisions depends heavily on the size of the prime factors of $N$. For example, if $N$ is a power of 2 , say, $N=2^{k}$, the number of trial division is approximately $k=\log _{2} N$. On the other hand, if N is a prime, the number of trial divisions is approximately $\sqrt{N}$. To measure the trial division algorithm time complexity, that is, to estimate the expected running time required to factor an integer $N$ (or prove its primality) by the trial division algorithm, we may count the number of trial divisions the algorithm must perform. Thus, the bestcase complexity of the algorithm is $O(\log N)$ and the worstcase complexity of the algorithm is $O(\sqrt{N})$. For a random integer, the time complexity of the algorithm has been studied by Knuth and Pardo [8]. In [8] it is shown that the probability that the kth largest prime factor of N is less than $N^{x}$, where $x$ is a real number between 0 and $\frac{1}{2}$,
approaches a limit $\mathrm{F}_{\mathrm{k}}(\mathrm{x})$ as N approaches infinity. The tabulated values of $F_{k}(x)$ given in the paper enables one to estimate the probability that the factorization of N will be completed in $O\left(N^{x}\right)$ steps, for varying $x$. For example, the
number of trial divisions will be less than or equal to $N^{0.35}$ about $50 \%$ of all cases, and in more than $70 \%$ of all cases the running time will be less than or equal to $N^{0.4}$. Although the trial division algorithm is inefficient and hence not well suited for factoring large numbers completely, the algorithm has certain advantages. Some of the advantages of the trial division algorithm are:

1. The method often succeeds in quickly removing one or two small prime factors of the number thereby reducing the size of the number and the running time of other factoring methods that can be used to complete the factorization of the number.
2. The factors produced by the trial division algorithm are guaranteed to be prime. This property is not shared by any other factorization method.
3. Upon dividing $N$ by primes up to some limit, say $B$ without success in finding a factor of N , it guarantees that N has no prime factor below B. This information is not easily obtained by other factoring methods. Moreover, this information leads to a guarantee that if a factor $q$ of $N$ is discovered by another factor method and $q<B^{2}$ then $q$ is a prime factor of $N$.

Because of these advantages, if one is given no information about the number $N$, the trial division algorithm should always be attempted up to some bound $B$ before using a more powerful factoring algorithm.

### 2.2 Legendre's Factoring Method:

Legendre's factoring method is based on restricting the trial divisors in the trial division method by constructing small quadratic residues of the number $N$. After a sufficient number of small quadratic residues have been found, a sieve is used in which each quadratic residue restricts the possible factors of $N$ to a particular form, by the Law of quadratic reciprocity.

First let us recall that $a$ number $m$ is a quadratic residue modulo $N$ if $\operatorname{gcd}(m, N)=1$ and the congruence $x^{2} \equiv m$ $(\bmod N)$ has a solution. If $m$ is a quadratic residue mod $N$ we denote this by $m \mathrm{R}$.

Now, if $N=a \cdot b$ and $m R N$, then $m R a$ and $m R b$. To see the reasons why, assume $x=r$ is a solution to the congruent $x^{2} \equiv m(\bmod N)$, in which case $r^{2} \equiv m(\bmod a \cdot b)$, hence $r^{2} \equiv m$ $(\bmod a)$ and $r^{2} \equiv m(\bmod b)$.

Example 1:
$m=1$ is a quadratic residue modulo 15 since $x=4$ is a solution to the congruence $x^{2} \equiv 1(\bmod 15)$. Thus, $m=1$ is a quadratic residue mod 3 and a quadratic residue mod 5. In fact, $4^{2} \equiv 1(\bmod 3)$ and $4^{2} \equiv 1(\bmod 5)$.

Knowing a quadratic residue $m \bmod N$, where $N$ is the number we want to factor, allows us to restrict the possible divisors of $N$ to the set of trial divisors $u$ for which $m$ is a quadratic residue modulo u, i.e. $\{2 \leq u \leq[\sqrt{N}] \mid m R u\}$.

Example 2:
Let $N=77$.
$\mathrm{m}=-6$ is a quadratic residue mod 77. The set of trial
divisors $u$ for which $m=-6$ is a quadratic residue mod $u$ are $\{2 \leq u \leq 8 \mid-6 R u\}=\{5,7\}$.

Example 3:
Let $\mathrm{N}=1537$.
$m=-1$ is a quadratic residue mod 1537. The set of prime divisors is $\{2 \leq P \leq 39 \mid-1 R P\}=\{5,13,17,29,37\}$.

The above discussion raises the following questions:

1. How many trial divisors $u$ with $2 \leq u \leq[\sqrt{N}]$ will survive the condition $\mathrm{m} R \mathrm{u}$ ?
2. How do we find the necessary quadratic residues mod $N$ ?
3. How do we use the quadratic residues mod N to restrict the possible factors of $N$ to particular forms?

The overall plan of this section is to answer these questions gradually until we can finally state a precise version of Legendre's factoring algorithm.

The answer to the first question is based on the following theorem.

Theorem 2.2:
If $P$ is an odd prime, then there are exactly $\frac{P-1}{2}$
quadratic residues mod $P$ and $\frac{P-1}{2}$ quadratic nonresidues mod

P among the integers $1,2,3, \ldots, p-1$.

## Proof:

To find all the quadratic residues of $p$ among the integers $1,2, \ldots, p-1$ we compute the least positive residues modulo $p$ of the squares of the integers $1,2, \ldots$, p - 1. Since there are p-1 squares to consider and since each congruence $x^{2} \equiv \mathrm{a}(\bmod \mathrm{p})$ has either zero or two solutions, there must be exactly $\frac{(p-1)}{2}$ quadratic residues
of P among the integers $1,2, \ldots, \mathrm{p}-1$. The remaining $p-1-\frac{(p-1)}{2}=\frac{(p-1)}{2}$ positive integers less than $p-1$ are quadratic nonresidues of $p$.

We need to know how the residues and non-residues are distributed in a subinterval of the interval of integers [1, p - 1]. The answer is given by the following theorem, whose proof is beyond the scope of this paper. Theorem 2.3:

Suppose that $\alpha$ and $\beta(\alpha<\beta)$ are two fixed proper fractions. For a large prime $p$, about one half the integers in the subinterval $[\alpha p, \beta p]$ are quadratic residues x mod p . That is, the quadratic residues mod $p$ are equally distributed in the interval [1, p-1].

It follows from this theorem that only about one half
of all trial divisors between 2 and $\sqrt{N}$ will satisfy the condition $m \mathrm{R} u$ for a particular $m$. In addition, knowing several quadratic residues $m_{1}, m_{2}, \ldots, m_{k}$ of $N$ with no common divisor, the restrictions imposed by each $m_{i}$ are independent and only about $\left(\frac{1}{2}\right)^{k}$ of all trial divisors in
the set of all divisors $u$ that satisfy the conditions $m_{i} R u$ will be left for actual trial divisions. Thus 20 known quadratic residues will reduce the number of trial divisions necessary by a factor of abut $2^{20} \approx 1,000,000$.

The answer to the second question is relatively simple. To find some quadratic residues mod $N$ simply take a number $x$, square it, and reduce the result modulo N. However, it is not easy to determine the arithmetic progression to which the primes in $\{p: m$ is a quadratic residue mod $p$ \} belong when $m$ is large. Thus, it would be more useful to have a number of small quadratic residues, whereby new quadratic residues may be obtained. The method is based on the following Lemma.

Lemma 2.4:
If $m=n \cdot a^{2}$ is a quadratic residue $\bmod N$, where $a$ and n are integers, then n is a quadratic residue mod N . Proof:

Since $m=n \cdot a^{2}$ is a quadratic residue the congruence $x^{2} \equiv n \cdot a^{2}(\bmod N)$ has a solution, say $x=x_{0}$. Thus $x_{0}^{2} \equiv n \cdot a^{2}$
$(\bmod N) \ldots(*)$ hold. By definition, $\operatorname{gcd}\left(\mathrm{a}^{2} \mathrm{n}, \mathrm{N}\right)=1$, thus $\operatorname{gcd}\left(a^{2}, N\right)=1$. Thus, a has an inverse mod $N$; that is, there exists an integer $b$ such that $a \cdot b \equiv 1(\bmod N)$. By multiplying both sides of $(*)$ by $b^{2}$, we obtain $b^{2} x_{0}^{2} \equiv n(a \cdot b)^{2}(\bmod N)$.

Thus $\left(x_{0} \cdot b\right)^{2} \equiv n(\bmod N)$. Hence $n$ is a quadratic residue mod N.

## Example:

$m=60=15 \cdot 2^{2}$ is a quadratic residue mod 77 because $26^{2} \equiv 60(\bmod 77)$. By removing the square factor $2^{2}$ from $m$ we obtain $n=15$ and thus by the lemma, 15 is a quadratic residue mod 77. In fact, since $b=39$ is the inverse of 2 $\bmod 77,(26 \cdot 39)^{2} \equiv 15(\bmod 77)$.

We now assume that we have an initial set of small quadratic residues which can be completely factorized. These quadratic residues can then be combined easily by multiplication and removing the square factors to yield new quadratic residues.

It remains to specify how the initial set of quadratic residues mod N is formed. Legendre used the continued fraction expansion of $\sqrt{N}$ to find the initial set of quadratic residues. However, before we describe how the initial set of quadratic residues is found, we must answer the third question. The answer is based on the following version of the law of quadratic reciprocity. Theorem 2.5:

Let $q$ be a fixed positive odd prime, and let $p$ range over the odd positive primes $\neq$ q. Every such p has a unique representation in exactly one of the two forms
(1) $\mathrm{p}=4 \mathrm{qk} \pm \mathrm{a}$ with k an integer, $0<\mathrm{a}<4 \mathrm{q}, \mathrm{a} \equiv 1(\bmod 4)$. When (1) holds, (2) $\left(\frac{q}{p}\right)=\left(\frac{a}{q}\right)$. Thus the $p$ for which $\left(\frac{q}{p}\right)=1$, are exactly those $p \equiv \pm$ a (mod $4 q)$, for all a such that (3) $0<a<4 q, a \equiv 1(\bmod 4),\left(\frac{a}{q}\right)=1$. The a's satisfying (3) are given by the smallest positive remainders (mod 4 q ) of the odd squares $1^{2}, 3^{2}, 5^{2}, \ldots,(q-2)^{2}$. Proof:

By the division algorithm, there are unique integers $k^{\prime}, a^{\prime}$ such that $p=4 q k^{\prime}+a^{\prime}$, where $1 \leq a^{\prime}<4 q$. Clearly $a^{\prime}$ is odd. If $a^{\prime} \equiv 1(\bmod 4),(1)$ holds with the plus sign and with $k=k^{\prime}, a=a^{\prime}$. If $a^{\prime} \equiv-1(\bmod 4)$, (1) holds with the minus sign and $k=k^{\prime}+1, a=4 q-a^{\prime}$. Any other value of k than $\mathrm{k}^{\prime}$ and $\mathrm{k}^{\prime}+1$ would yield $|a| \geq 4 q$. To verify (2), let us suppose that the plus sign is correct in (1). Then $\mathrm{p} \equiv$ $1(\bmod 4)$ and $p \equiv a(\bmod q), \operatorname{making}\left(\frac{q}{p}\right)=\left(\frac{p}{q}\right)=\left(\frac{a}{q}\right)$. If the minus sign is correct, the $p \equiv-1(\bmod 4)$ and $p \equiv-a(\bmod$ q), so either $q \equiv-1(\bmod 4)$, and $\left(\frac{q}{p}\right)=-\left(\frac{p}{q}\right)=-\left(\frac{-a}{q}\right)=\left(\frac{a}{q}\right)$, or $q$
$\equiv 1(\bmod 4)$, and $\left(\frac{q}{p}\right)=\left(\frac{p}{q}\right)=\left(\frac{-a}{q}\right)=\left(\frac{a}{q}\right)$. Finally, if $\left(\frac{a}{q}\right)=1$, there
is $a n$ integer $b$ such that $a \equiv b^{2}(\bmod q)$ and $1 \leq b \leq q-1$, whereby also $a \equiv(q-b)^{2}(\bmod q)$ and $1 \leq q-b \leq q-1$. Since either $b$ or $q-b$ is odd-say $b^{\prime}-w e ~ h a v e ~ a ~ \equiv b^{2}(\bmod q)$, $1 \leq b^{\prime} \leq q-2, b^{\prime} \equiv 1(\bmod 2) . \quad$ But, likewise, $a \equiv 1 \equiv b^{2}(\bmod 4)$, so that $a \equiv b^{2}(\bmod 4 q)$. This completes the proof.

## Example 1:

We illustrate the theorem by taking $q=3$. in which case the only integer satisfying the condition (3) is $a=1$, so that 3 is a quadratic residue of the primes $p=12 k \pm 1$. Every other odd number is of one of the forms $12 k \pm 3$ or $12 k \pm 5$, and no prime except 3 occurs in the progressions $12 \mathrm{k} \pm 3$. Hence $\left(\frac{3}{p}\right)$ is completely determined by the
equations $\left(\frac{3}{p}\right)=\left\{\begin{array}{cc}1 & \text { if } p \equiv \pm 1(\bmod 12) \\ -1 & \text { if } p \equiv \pm 5(\bmod 12)\end{array}\right.$.

## Example 2:

Let $q=17$. Consider the squares $1^{2}, 3^{2}, 5^{2}, 7^{2}, 9^{2}$, $11^{2}, 13^{2}, 15^{2}$, which reduce $(\bmod 4 \cdot 17)$ to $1,9,25,49,13$, 53, 33,21 . Thus, 17 is a quadratic residue of primes of the forms $68 \mathrm{k} \pm 1,9,13,21,25,33,49$, and 53.

Determining the primes of which a composite number is a quadratic residue is somewhat more complicated. We illustrate this in the next example.

## Example 3:

Let us find the primes $p$ such that $\left(\frac{6}{p}\right)=1$.

$$
\begin{aligned}
& \left(\frac{6}{p}\right)=1 \text { if and only either }\left(\frac{2}{p}\right)=\left(\frac{3}{p}\right)=1 \text { or }\left(\frac{2}{p}\right)=\left(\frac{3}{p}\right)=-1 \\
& \left(\frac{2}{p}\right)=1 \text { if and only if } p \equiv \pm 1(\bmod 8) \text {. } \\
& \left(\frac{3}{p}\right)=1 \text { if and only if } p \equiv \pm 1(\bmod 12) \text {. } \\
& \left(\frac{2}{p}\right)=-1 \text { if and only if } p \equiv \pm 3(\bmod 8) \text {. } \\
& \left(\frac{3}{p}\right)=-1 \text { if and only if } p \equiv \pm 5(\bmod 12) \text {. }
\end{aligned}
$$

Thus we have the following pairs of congruences, each pair to be solved simultaneously.
$p \equiv 1$ (mod

$$
p \equiv-1 \quad(\bmod 8)
$$

$$
p \equiv 1 \quad(\bmod 12)
$$

$$
p \equiv-1 \quad(\bmod 12)
$$

| $p \equiv 1(\bmod 8)$ | $p \equiv-1(\bmod 8)$ |
| :--- | :--- |
| $p \equiv-1(\bmod 12)$ | $p \equiv 1(\bmod 12)$ |


| $p \equiv 3(\bmod 8)$ | $p \equiv-3(\bmod 8)$ |
| :--- | :--- |
| $p \equiv 5(\bmod 12)$ | $p \equiv-5(\bmod 12)$ |


| $p \equiv 3(\bmod 8)$ | $p \equiv-3(\bmod 8)$ |
| :--- | :--- |
| $p \equiv-5(\bmod 12)$ | $p \equiv 5(\bmod 12)$. |

Four of these pairs are internally inconsistent, while the other that implies $\left(\frac{6}{p}\right)=1$ are given by $p \equiv \pm 1, \pm 5(\bmod 24)$.

The primes in the set of possible divisors $\{p \mid 2 \leq p \leq[\sqrt{N}], \mathfrak{m}$ R p\} where m R N have been extensively tabulated by Legendre
[11] for small values of $m$. The primes in arithmetic progression for some values of $m$ are given in table 2.1.

We now describe how the continued fraction expansion of $\sqrt{N}$ can be used to find small quadratic residues mod $N$.

From Theorem 1.8 we have for every non-negative integer $\mathrm{k}, A_{k}^{2}-N B_{k}^{2}=(-1)^{k+1} Q_{k+1}$. Thus, for every non-negative integer $k$, we have $A_{k}^{2} \equiv(-1)^{k+1} Q_{k+1}(\bmod N)$. Thus, $(-1)^{k+1} Q_{k+1}$ is a quadratic residue mod $N$. We note that the $Q_{k}$ 's are small compared to $N$. Recall that the $Q_{k}$ 's satisfy the following inequality $0<Q_{k}<2 \sqrt{N}$ for each $k$.

Table 2.1

| m | The form of p | m | The form of p |
| :---: | :---: | :---: | :---: |
| -1 | $4 k+1$ |  |  |


| -2 | $8 k+1,3$ | 2 | $8 k \pm 1$ |
| :--- | :--- | :--- | :--- |
| -3 | $6 k+1$ | 3 | $12 k \pm 1$ |
| -5 | $20 k+1,3,7,9$ | 5 | $10 k \pm 1$ |
| -6 | $24 k+1,5,7,11$ | 6 | $24 k \pm 1,5$ |

## Example 1:

Let $N=1537$.
The sequence $\left\{Q_{k}\right\}$, together with $X_{k}$ and the convergentes $\frac{A_{k}}{B_{k}}$
generated by the continued fraction expansion of $\sqrt{1537}$, are given in table 2.2:

Since $m=-16(-1)\left(4^{2}\right)$ is a quadratic residue $\bmod 1537$, then $m=-1$ is also a quadratic residue mod 1537. Thus the prime factors of $N=1537$ are the form $p=4 k+1, k \geq 1$. We now apply the trial division algorithm with trial divisors the primes of the form $4 k+1$ up to $p=37$. The set of trial prime divisors are $\{5,13,17,29,37\}$. Since $29 \mid 1537$ then 29 is a prime factor of 1537. Since $\frac{1537}{29}=53$ is prime then
the prime factorization of $N=1537$ is $1537=29.53$.

Table 2.2

| k | $x_{k}=\frac{P_{\alpha}+\sqrt{N}}{Q_{k}}$ | $\frac{A_{k}}{B_{k}}$ | $A_{k}^{2}-N B_{k}^{2}$ | $Q_{k+1}$ |
| :--- | :--- | :--- | :--- | :--- |
| 0 | $x_{0}=39+\frac{1}{x_{1}}$ | $\frac{39}{1}$ | $39^{2}-1537 \cdot 1^{2}=-16$ | $Q_{1}=16$ |
| 1 | $x_{1}=4+\frac{1}{x_{2}}$ | $\frac{157}{4}$ | $157^{2}-1537 \cdot 4^{2}=57$ | $Q_{2}=-57$ |
| 2 | $x_{2}=1+\frac{1}{x_{3}}$ | $\frac{196}{5}$ | $196^{2}-1537 \cdot 5^{2}=-9$ | $Q_{3}=9$ |
| 3 | $x_{3}=7+\frac{1}{x_{4}}$ | $\frac{1529}{39}$ | $1529^{2}-1537 \cdot 39^{2}=64$ | $Q_{4}=64$ |

In summary, Legendre's factoring method of a composite integer N consists of the following steps:

1. Form a set of initial quadratic residues mod N by expanding $\sqrt{N}$ in a continued fraction.
2. Reduce the set of quadratic residues to obtain square free residues. Notice that a complete prime factorization of each initial quadratic residue is necessary to perform the reduction.
3. Use the quadratic residues to determine the arithmetic progression and hence the form of prime divisors of N .
4. Use the trial division algorithm to find the actual prime divisors left over from the elimination process.

Example: factor $N=1711$.
The continued fraction expansion of $\sqrt{1711}$ yields the following table of sequences $\left\{Q_{k}\right\}$ and $\left\{A_{k}\right\}$.

Table 2.3

| k + 1 | $A_{k}$ | $(-1)^{k+1} Q_{k+1}$ | Factorization of $(-1)^{k+1} Q_{k+1}$ |
| :---: | :---: | :---: | :---: |
| 1 | 41 | -30 | $-1 \cdot 2 \cdot 3 \cdot 5$ |
| 2 | 83 | 45 | $3^{2} \cdot 5$ |
| 3 | 124 | -23 | $-1 \cdot 23$ |
| 4 | 331 | 57 | $3 \cdot 19$ |
| 5 | 455 | -6 | $-1 \cdot 2 \cdot 3$ |
| 6 | -598 | 5 | 5 |
| 7 | -558 | -38 | $-2 \cdot 19$ |
| 8 | -3 | 9 | $3 \cdot 3$ |

Since $m=5$ is a quadratic residue of $N$, the prime divisors of $N$ are the form $10 \mathrm{k} \pm 1$. This reduces the trial divisors in the set $\{p \mid 2 s p s 41\}$ to only $\{11,19,29,31$,
41). Then, the trial division algorithm gives the factor $p$ $=29$ of $N=1711$ and the other factor is $\frac{1711}{29}=59$. We may
use also the fact that $m=-6$ is a quadratic residue of $N$ to restrict the possible prime divisors of $N$ to $\{5,7,11,29$, $31)$ and then use the trial division algorithm to find the actual prime divisors of $N$ among the primes in the set $\{5$, 7, 11, 29, 31\}. However, the two lists of primes restrict the possible prime divisors of $N$ less than $[\sqrt{N}]+1$ to $\{11$, $19,29,31,41\} \cap\{5,7,11,29,31\}=\{11,29,31\}$.
2.3 Gauss's Factoring Method:

Gauss' factoring method is very similar to that of Legendre, discussed in section 2.2. It differs only in the procedure for finding small quadratic residues of $N$. Like Legendre's method Gauss' method is a sort of exclusion method which, by finding more and more quadratic residues mod $N$, excludes more and more primes from being possible factors of $N$. Then one may apply the trial division algorithm by those remaining possible factors to factor $N$.

Gauss' factoring method consists of two steps. The first step is to find many small quadratic residues mod $N$. The second is to use these quadratic residues to reduce the number of trial divisors in the trial division algorithm. How can we find many small quadratic residues? To find a quadratic residue mod $N$, simply take an integer and square it and then reduce the square $(\bmod N)$. In general this
method leads to big quadratic residues mod $N$ when $N$ is large. However, we need to find small quadratic residues mod $N$ in order to exclude a number of primes as possible divisors of $N$. Gauss used the following method to find small quadratic residues mod N :

If a is a quadratic residue mod $N$, then the congruence $x^{2} \equiv a(\bmod N)$ has a solution, and $x^{2}-a=k N$ for some integer $k$ or $a=x^{2}-k N$. Thus, we find small quadratic residues $\bmod N$, by letting $x$ close to $[\sqrt{k N}]$. As the product of two quadratic residues is again a quadratic residue, we can combine these quadratic residues by multiplication and removing the square factors to yield new quadratic residues.

In general, we want the value of $a$ to be such that $|a|$ $<50,000$ and the prime factors of a less than 100. Let us illustrate the method of finding quadratic residues by an example.

Example:
Let $N=12007001$
Consider the equation $a=x^{2}-k N$
Our goal is to choose values of $x$ close to $[\sqrt{k N}]$ for
different values of $k$ such that $|a|=\left|x^{2}-k N\right|<50,000$ and the prime factors of a are less than 100.

For $k=1$ we have $[\sqrt{N}]=3465$. Take $\mathrm{x}=3459$ then $\mathrm{a}=$ $(3459)^{2}-12007001$. Thus $a=-42320=(-1) \cdot 2^{4} \cdot 5 \cdot 23^{2}$. For $x$ $=3460, \mathrm{a}=-35401$ has no prime factor less than 100. Thus
we discard this $x$. For $x=3461, \quad a=-1 \cdot 2^{6} \cdot 5 \cdot 89$. For $x=$ 3463, $\quad a=-1 \cdot 2^{3} \cdot 31 \cdot 59$, and
$x=3464, \rightarrow a=5 \cdot 23 \cdot 67$
$x=3465 \rightarrow a=-1 \cdot 2^{3} \cdot 97$.

For $k=2$,
$[\sqrt{\mathrm{kN}}]=[\sqrt{24014002}]=4900$.

## Let

$x=4898 \rightarrow a=-1 \cdot 2 \cdot 3^{3} \cdot 19 \cdot 23$
$x=4900 \rightarrow a=2 \cdot 3 \cdot 23 \cdot 29$
For $k=3$,
$[\sqrt{\mathrm{KN}}]=[\sqrt{36021003}]=6001$
Let
$x=6003 \rightarrow a=2 \cdot 3 \cdot 41 \cdot 61$
For $k=5$,
$[\sqrt{k N}]=[\sqrt{6003505}]=7748$

## Let

$$
x=7745 \rightarrow a=-1 \cdot 2^{2} \cdot 3 \cdot 5 \cdot 7^{2} \cdot 17
$$

For $k=8$,
$[\sqrt{k N}]=[\sqrt{96056008}]=9800$

$$
x=9788 \rightarrow a=-1 \cdot 3 \cdot 11 \cdot 13 \cdot 83
$$

For $k=10$,
$[\sqrt{k N}]=[\sqrt{120070010}]=10957$
$x=10957 \rightarrow a=-1 \cdot 7^{2} \cdot 17^{2}$

```
For \(k=11\),
\([k N]=[\sqrt{132077011}]=11492\)
\(x=11491 \rightarrow a=-1 \cdot 2 \cdot 3^{2} \cdot 5 \cdot 13 \cdot 29\)
\(x=11492 \rightarrow a=-1 \cdot 3 \cdot 41 \cdot 89\)
For \(k=14\),
    \([k N]=[\sqrt{168098014}]=12965\)
\(x=12964 \rightarrow a=-1 \cdot 2 \cdot 3 \cdot 7 \cdot 19 \cdot 41\)
\(x=12965 \rightarrow a=-1 \cdot 3 \cdot 31 \cdot 73\)
for \(k=17\),
    \([k N]=[\sqrt{204119017}]=14287\)
\(x=14287 \rightarrow a=-1 \cdot 2^{3} \cdot 3^{4}\)
    for \(k=19\),
    \([k N]=[\sqrt{228133019}]=15104, \mathrm{x}=15105\)
    \(\rightarrow a=2 \cdot 11 \cdot 19 \cdot 67\)
    for \(k=21\),
    \([k N]=[\sqrt{252147021}]=15879, \quad \mathrm{x}=15879\)
    \(\rightarrow a=-1 \cdot 2^{2} \cdot 3 \cdot 5 \cdot 73\)
```

At this point we remove the square factors from the quadratic residues we obtained in order to find new ones. $a=-1 \cdot 2^{4} \cdot 5 \cdot 23^{2}$ gives $a=-5$.
$a=-1 \cdot 7^{2} \cdot 17^{2}$ gives $a=-1$.
As the product of two quadratic residues is itself a quadratic residue, the above quadratic residues when multiplied gives the quadratic residue $a=5$.
$a=-1 \cdot 2^{6} \cdot 5 \cdot 89$ and $a=-5$ gives $a=89$.
$a=-1 \cdot 2^{3} \cdot 3^{4}$ gives $a=2$.
$a=2$ and $a=2^{3} \bullet 97$ gives $a=97$.
$a=-3 \cdot 31 \cdot 73$ and $a=-1 \cdot 2^{2} \cdot 3 \cdot 5 \cdot 73$ gives $a=31$.
$a=-2^{3} \cdot 31 \cdot 59$ gives $a=59$.
$a=2 \cdot 3 \cdot 41 \cdot 61$ and $a=-3 \cdot 41 \cdot 89$ gives $a=61$.

Thus, we have the following set of small quadratic residues (mod 12007001); $a=-1, \pm 2, \pm 5, \pm 31, \pm 59, \pm 61, \pm 89$ and $\pm 97$.

The second step in Gauss' method is to use the quadratic residues we found to reduce the number of possible prime factors of $N$. Since $a=-1$ is a quadratic residue mod $N$, only primes of the form $p=4 k+1$ can divide $N . \quad a=2$ gives $p=8 k \pm 1$. However, every prime of the form $p=4 k$ +1 is also of the form $p=8 k+1=4(2 k)+1$. Thus, only primes of the form $p=8 k+1$ are possible divisors of $N$. Since $a=5$ is $a$ quadratic residue $\bmod N$, this restricts the prime divisors of $N$ to primes of the form $p=10 k \pm 1$. Thus, a prime divisor of $N$ must satisfy $p=8 k+1$ and $p=$ $10 k+1$ for some $k$. If $p=8 k+1$ and $p=10 k+1$ then $p$ must be of the form $p=40 k+1$. If $p=8 k+1$ and $p=10 k$ -1 then $p$ must be of the form $p=40 k+9$.

Now we determine which of the primes of the two forms $p$ $=40 k+1$ and $p=40 k+9$ below $[\sqrt{N}]=[\sqrt{12007001}]=3465$ has
as a quadratic residue, all of the quadratic residues mod $N$ that we obtained, namely, $a= \pm 2, \pm 31, \pm 59, \pm 61, \pm 89, \pm 97$ by computing the value of Legendre's symbol $\left(\frac{a}{p}\right)$. As soon as we
find $\left(\frac{a}{p}\right)=-1$ for a prime $p$, that prime is eliminated as a
possible divisor of N . This procedure eliminates about half of the remaining primes for each new value of a that is used. The only primes below 3465 of the form $p=40 \mathrm{k}+1$ or $p=40 k+9$ such that $\left(\frac{31}{p}\right)=+1$ are: $p=41,281,521,769$, 1249, 1289, 1321, 1361, 1409, 1489, 1601, 1609, 1721, 2081, 2281, 2521, 2609, 2726, 3001, 3089, 3169, 3209, 3449 .

We now compute the Legendre's symbol $\left(\frac{59}{p}\right)$ for these primes.
$\left(\frac{59}{p}\right)=+1$ for $\mathrm{p}=41,281,521,1361,1609,2081,2729,3001$,

3089, 3449.
By computing $\left(\frac{61}{p}\right)$ for the above primes we find $\left(\frac{61}{p}\right)=+1$ for
$\mathrm{p}=41,1361,2729,3001,3089$. Finally, by computing $\left(\frac{89}{p}\right)$,
we find $\left(\frac{89}{p}\right)=+1$ for $p=3001$. Thus, $p=3001$ is a prime
factor of $\mathrm{N}=12007001$. In fact, $12007001=3001 \cdot 4001$.

Gauss' factoring method becomes more complicated and tedious when the number of known quadratic residues mod N is large, say 100 or more quadratic residues are known. Other factoring methods will be presented in later chapters of this study, which like Gauss' factoring method, start by finding many small quadratic residues of $N$ and breaking these up into prime factors. But, unlike Gauss' method, the quadratic residues in these methods are not used to restrict the possible prime factors of $N$. Instead, they are used to find nontrivial solutions to the congruence $x^{2} \equiv y^{2}(\bmod N)$. Three factoring methods, namely, the continued fraction method, the quadratic sieve method, and the number field sieve will be presented in this study, and are based upon the fact that any time we are able to obtain a nontrivial solution to the congruence $x^{2} \equiv y^{2}(\bmod N)$, we immediately find a factor of $N$.

### 2.4 Fermat's Factoring Method:

In this section, we present a very important factorization technique, known as Fermat factorization, which was discovered by Fermat in 1643. Although the method is not always efficient, it is of theoretical as well as some practical interest. Fermat's idea is employed in some of today's most powerful factoring algorithms, the quadratic sieve and the number field sieve algorithms. Fermat's method is based on the following Lemma.

Lemma 2.6

Let N be a positive odd integer. There is a one-to-one correspondence between factorization of $N$ in the form $N=$ $a b$, where $a \geq b>0$, and representations of $N$ in the form $x^{2}$ $y^{2}$, where $x$ and $y$ are nonnegative integers.

## Proof:

Let N be an odd positive integer and $\mathrm{N}=\mathrm{a} \mathrm{b}$ be a factorization of $N$ into two positive integers. Thus, $N$ can be written as the difference of two squares
$N=a b=x^{2}-y^{2}$, where $x=\frac{(a+b)}{2}$ and $y=\frac{(a-b)}{2}$ are both
integers since $a$ and $b$ are both odd.
Conversely, if $N$ is the difference of two squares, say $N=x^{2}-y^{2}$, then we can factor $N$ by noting that $N=a b$, where $a=x+y$ and $b=x-y$. Moreover, if $N=(x+y)(x-$ $y)=z^{2}-w^{2}$ then $z=x$ and $w=y$.

Suppose $N>1$ is an odd, non-square integer, so we do not have to worry about the trivial exceptions. Thus, $\mathrm{N}=$ $a \cdot b$ for some integers $a$ and $b$ where $1 \leq a<b<N$. From Lemma 2.6, we know there exists nonnegative integers $x$ and $y$ such that $N=x^{2}-y^{2}=(x-y)(x+y)$, a factorization of $N$. The problem of factoring $N$ is then reduced to finding nonnegative integers $x$ and $y$ such that $x^{2}-y^{2}=N$. Obviously, $x$ must be greater than $\sqrt{N}$. Thus we start with $x$ equal to the smallest integer greater than or equal to the square root of $N$. That is; we start with $x=[\sqrt{N}]+1$.

Then we consider $z=x^{2}-N$ and check whether this number is a square. If it is, we have $y^{2}=x^{2}-N$, hence $N=x^{2}-y^{2}$ and we are done. Otherwise, we increase x by l, i.e. we try $x=[\sqrt{N}]+2$, and compute $([\sqrt{N}]+2)^{2}-N$, and test whether this is a square, and continue to search for a square among the sequence of integers $([\sqrt{N}]+3)^{2}-N,([\sqrt{N}]+4)^{2}-N, \ldots$. This procedure is guaranteed to terminate, since the trivial factorization of $N=N \cdot 1$ leads to the equation $N=\left(\frac{N+1}{2}\right)^{2}-\left(\frac{N-1}{2}\right)^{2}$, in which case N is prime.

We illustrate the above procedure by examples.
Example 1:
Let $\mathrm{N}=2027651281$.

$$
[\sqrt{N}]=45029 \text {. }
$$

Thus, we start with $\mathrm{x}=45030$ and compute $\mathrm{z}=\mathrm{x}^{2}-\mathrm{N}=$ 49619, which is not a square. Then successively we compute $\mathrm{x}^{2}-\mathrm{N}$ for $\mathrm{x}=45031,45032$, ... until a square is found. The calculations are given in the table below:

Table 2.4

| $x$ | $x^{2}-N$ | $x$ | $x^{2}-N$ | $x$ | $x^{2}-N$ |
| :---: | :--- | :---: | :---: | :---: | :--- |
| 45030 | 49619 | 45035 | 499944 | 450340 | 950319 |
| 45031 | 139680 | 45036 | 590015 | 45041 | 1040400 <br> (square) |


| 45032 | 229743 | 45037 | 680088 |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 45033 | 319808 | 45038 | 770163 |  |  |
| 45034 | 409875 | 45039 | 860210 |  |  |

From the table we have $1040400=(1020)^{2}$, then $y^{2}=(1020)^{2}$. Hence $N=(45041)^{2}-(1020)^{2}=(45041-1020)(45041+1020)=$ 44021 - 46061 .

Example 2: $\quad$ Factor $N=44021 ?$
Solution: $[\sqrt{N}]=209$. Thus we start with $\mathrm{x}=210$, and compute $z=x^{2}-$ N. $z=(210)^{2}-44021=79$ which is not a perfect square. Then successively we compute $x^{2}-N$ for $x=$ 210, 211, 212, ... until a square is found. The calculation is given in the table below.

Table 2.5

| $x$ | $x^{2}-N$ | $x$ | $x^{2}-N$ |
| :---: | :---: | :---: | :---: |
| 210 | 79 | 215 | 2204 |
| 211 | 923 | 217 | 2635 |
| 212 | 1348 | 218 | 3068 |
| 213 | 1775 | 219 | 3940 |
| 214 |  |  |  |

These calculations terminate when $z=\left(\frac{N+1}{2}\right)^{2}-N$ and this leads
to the equation $\mathrm{N}=\left(\frac{N+1}{2}\right)^{2}-\left(\frac{N-1}{2}\right)^{2}$.
i.e, $44021=\left(\frac{44022}{2}\right)^{2}-\left(\frac{44020}{2}\right)^{2}=(22011)^{2}-(22010)^{2}=44021$.

Thus $N$ is a prime.

## Remark:

In Fermat factorization one can rule out most of the non-square values of $x^{2}-N$ by looking at the last two digits of $x^{2}-N$. The possible final two digits of a perfect square contain the following 22 combinations: 00 , 01, 04, 09, 16, 21, 24, 25, 29, 36, 41, 44, 49, 56, 61, 64, 69, 76, 81, 84, 89, and 96.

In Example 1, above, the only possible perfect squares are 499944 and 1040400. However, 499944 is not a square because it is divisible by 3 but is not divisible by 9.

We are now going to determine how much work is required to factor an integer $N$. If $N=p q$, with $p<q$ and $p$ and $q$ are primes, then the factorization of N will be achieved when $\mathrm{x}=\frac{p+q}{2}$ and $\mathrm{y}=\frac{q-p}{2}$. Since the starting value of x
is approximately $\sqrt{N}$ and $q=\frac{N}{p}$, for x to increase from $[\sqrt{N}]+1$ to $\frac{p+q}{2}$ will take approximately $\frac{p+\frac{N}{p}}{2}-\sqrt{N}=\frac{(\sqrt{N}-p)^{2}}{2 p}$
steps. In particular, Fermat Factorization is most effective when $x$ is close to $\sqrt{N}$. That is, when $p$ and $q$ are almost equal factors. In this case, the amount of work needed to find a factorization is small.

If $N=a b$, where $a<b$ are not close in value, then one can attempt to find some multiplier $k$ such that $N k$ admits a factorization into two very close factors. If we choose $k$ $\approx \frac{b}{a}$, then $N k$ will have two factors $a \cdot k \approx b$ and $b$ which are close. However, how can we find $k$ when we do not know the size of $\frac{b}{a}$ ? We could choose numbers at random, hoping to
produce $a n a$ and $b$ of about the same size, or possibly successively try $k=1,2, \ldots,\left[N^{\frac{1}{3}}\right]$ and apply the Fermat Factorization to $N \cdot k$, for each value of $k$. Another method is to choose a highly composite integer (i.e. an integer containing many factors of different sizes) hoping that the factors of $k$ will combine with the factors of $N$ to produce a and $b$ of about the same size and then we can apply Fermat Factorization to $N \cdot k$. Suitable choices of a highly composite integer $k$ could be factorial numbers 1•2•3... $m=m$ !. Another systematic method of choosing $m$ is due to Lehman [12]. Lehman's method of choosing m makes the time complexity of Fermat Factorization $O\left(N^{\frac{1}{3}}\right)$.

Example:
We shall illustrate the idea of multiplying $N$ by an integer $k$ to produce factors $a$ and $b$ of $N$ of about the same size by an example.

Let $N=64803=3 \cdot 21601$. Choose $k=7201$, then $N \cdot k=21603 \cdot 21601$. Then apply Fermat Factorization to $N \cdot k$. The idea behind Fermat's method led to several of today's most powerful factorization algorithms. Maurice Kraitchick, in the 1920's realized that a major saving of time could be accomplished if, instead of looking for $x$ and $Y$ satisfying $x^{2}-y^{2}=N$, we select $x$ and $y$ satisfying a congruence $x^{2} \equiv y^{2}(\bmod N)$. Finding such a pair of integers $x$ and $y$ satisfying the above congruence no longer guarantees a factorization of $N$. It does mean that $N \mid\left(x^{2}-y^{2}\right)$ or $N \mid(x-y)(x+y)$. Thus, there is a chance that $g \subset d(x-y, N)$ or $\operatorname{gcd}(x+y, N)$ will be a nontrivial factor of $N$. Kraitchick's approach for finding such pairs ( $x, y$ ) was rather ad hoc.

A few years later, in 1931, D. H. Lehmer and R. Powers [13] showed how to find these pairs systematically by using continued fractions. Their algorithm, however, was not practical until the coming of high speed computers. With the advance in computer technology in early 1970, mathematicians realized that the Lehmer-Powers algorithm was worth re-examination. Daniel Shank [24] was one of the first to come up with a practical algorithm using Lehmer-

Powers and Kraitchick's ideas. Shank's method is called the square forms factorization. In 1975, John Brillhart and Michael Morrison [16] modified the Lehmer-Powers method to one of the fastest methods of factoring large integers that is still in use today. The Brillhart-Morrison method is called the continued fraction method and will be presented in Chapter 3. In 1981, Carl Pomerance [18] developed a different method called quadratic sieve, for finding $x$ and $y$ and it will be presented in Chapter 4. In 1990, John Pollard and others [14] developed the number field sieve, which will be presented in Chapter 5.

## Chapter 3

## The Continued Fraction Method

In this chapter, the continued fraction method (commonly known as CFRAC method) for factoring large integers is described. The method was discovered by John Brillhart and Michael Morrison in 1975 [16]. The original idea of the continued fraction method is actually due to $D$. H. Lehmer and R. E. Powers [13] and it draws much of its inspiration from Legendre's factorization method and an idea of Maurice Kraitchik [10].

### 3.1 The Kraitchik Factoring Scheme:

The continued fraction method is one of several factoring methods that utilize an idea of Kraitchik. If $N$ is the number to be factored, then the idea is to multiply congruences $u \equiv v(\bmod N)$, where $u \neq v$ and complete or partial factorizations (depending on the method) have been obtained for $u$ and $v$, so as to produce a square congruence $x^{2} \equiv y^{2}(\bmod N)$. Utilizing this approach, one stands a good chance that the greatest common divisor, $g \subset d(x-y, N)$ or $\operatorname{gcd}(X+y, N)$ are nontrivial factors of $N$. These factoring methods have several phases:

1. Generation of Congruences $u \equiv v(\bmod N)$.
2. Determination of the complete or partial factorization of $u$ or $v$ for some of the congruences.
3. Determination of a subset of the factored congruences
which can be multiplied to produce a square congruence $x^{2} \equiv y^{2}(\bmod N)$.
4. The computation of $\operatorname{gcd}(x-y, N)$ and $g \subset d(x+y, N)$ by the Euclidean algorithm.

The difference between these factoring methods lies in how the congruences $u \equiv v(\bmod N)$ are generated and the way the u's or v's are factored. For example in the continued fraction method, the congruences $u \equiv v(\bmod N)$ are obtained as in Legendre's factorization method, from the continued fraction expansion of $\sqrt{k N}$. Historically, the situation in the continued fraction method as well as the other factoring methods that utilized Kraitchik's idea is much the same as for Pollard's ( $p$ - 1) method. The underlying ideas have been known for quite a long time and occasionally have been applied to specific cases, in particular by D. H. Lehmer and R. E. Powers [13] and by Kraitchik himself [10]. The current version of the continued fraction method is due to Brillhart and Morrison who have systematically explored the potentials of these ideas and have constructed a good algorithm which has been put to extensive use on computers in the past twenty years. Before giving a full description of the continued fraction method, we need to establish a few preliminary results.

For every integer $N$, prime or composite, the square congruence $x^{2} \equiv Y^{2}(\bmod N)$ has the trivial solutions $x \equiv \pm y$
$(\bmod N) . \quad$ However, if $N$ is composite and not a power of a prime, the square congruence also has other non-trivial solutions, which can be used to factor $N$. Assume that $N$ is composite and we have a pair of integers $x$ and $y$ such that $x^{2} \equiv y^{2}(\bmod N)$ and $x \not y(\bmod N)$; that is, $x$ and $y$ are nontrivial solution. Thus we have $x^{2} \equiv y^{2}(\bmod N)$, or $x^{2}-$ $y^{2} \equiv(x-y)(x+y) \equiv 0(\bmod N)$. Thus $N \mid(x-y)(x+y)$. But since $x \neq y(\bmod N)$, then $N \gamma(x+y)$ and $N_{\gamma}^{\gamma}(x-y)$. Hence $\operatorname{gcd}(x+y, N) \neq 1$ or N and $\operatorname{gcd}(x-y, N) \neq 1$ or N . Thus, $\operatorname{gcd}(x+y, N)$ and $\operatorname{gcd}(x-y, N)$ are proper factors of $N$.

## Example:

Suppose we want to factor $N=4633$. Note that $\mathbf{x}=118$ and $y=5$ is a non-trivial solution to the square congruence $\mathrm{x}^{2} \equiv \mathrm{Y}^{2}(\bmod 4633)$. Thus, $\operatorname{gcd}(118+5,4633)$ and $\operatorname{gcd}(118-5,4633)$ are factors of $N$. By the Euclidean algorithm one can find $g c d(118+5,4633)=41$, and $\operatorname{gcd}(118-5,4633)=113$. Hence $4633=41 \cdot 113$.

The reader might wonder where the solution $x=118$ and $Y=5$ came from? As we mentioned earlier, several very important factorization methods make use of square congruences. However, they differ only in the way in which the solutions to the congruences $x^{2} \equiv y^{2}(\bmod N)$ are found. Next, we want to show that if N is composite and not a power of prime, then the square congruence has non-trivial
solutions. To prove this fact, we use the following Lemma.

## Lemma 3.1:

Let $P$ be an odd prime and $a$ an integer not divisible by P. Then the congruence $x^{2} \equiv a(\bmod P)$ has either no solutions or exactly two incongruent solutions (mod $P$ ). Proof:

If $x^{2} \equiv \mathrm{a}(\bmod P)$ has a solution, say $\mathrm{x}=\mathrm{x}_{0}$, then $\mathrm{x}=$ $-x_{0}$ is a second incongruent solution since $\left(-x_{0}\right)^{2} \equiv x_{0}^{2} \equiv a$ $(\bmod P)$. We note that $x_{0} \not-x_{0}(\bmod P)$. For, if $x_{0} \equiv-x_{0}(\bmod$ P), then $2 x_{0} \equiv 0(\bmod P)$ i.e., $P \mid 2 x_{0}$. This is impossible (since $P$ is odd and $P \gamma_{X_{0}}$ since $x_{0}^{2} \equiv \mathrm{a}(\bmod P)$ and $\left.P \gamma_{a}\right)$. To show that there are no more than two incongruent solutions, assume that $x=x_{0}$ and $x=x_{1}$ are both solutions of $x^{2} \equiv a$ $(\bmod P)$. Then we have $x_{0}^{2} \equiv x_{1}^{2} \equiv \mathrm{a}(\bmod P)$, so that
$x_{0}^{2}-x_{1}^{2}=\left(x_{0}-x_{1}\right)\left(x_{0}+x_{1}\right) \equiv 0(\bmod P)$. Hence $p \mid\left(x_{0}+x_{1}\right)$ or
$p \mid\left(x_{0}-x_{1}\right)$ so that $x_{1} \equiv x_{0}(\bmod P)$ or $x_{1} \equiv x_{0}(\bmod P)$.

Therefore, if there is a solution of $x^{2} \equiv a(\bmod P)$, there are exactly two incongruent solutions.

## Corollary:

The congruence $x^{2} \equiv a^{2}(\bmod P)$ for any prime has precisely two solutions (mod P), namely $x \equiv \pm a(\bmod P)$.

Now, consider the congruences $u^{2} \equiv y^{2}(\bmod P)$ and $u^{2} \equiv y^{2}(\bmod$ $q$ ), where $Y$ is considered as a fixed integer $P$ and $q$ are two
distinct odd primes with $P \nmid y$ and $q \nmid y$. Thus, the congruence $x^{2} \equiv y^{2}(\bmod p q)$ has four solutions, which we may find by combining in four ways the two solutions (mod P) and the two solutions (mod q):
$\left\{\begin{array}{l}u \equiv y(\bmod P) \\ u \equiv y(\bmod q)\end{array}\right\}$ giving $x \equiv y(\bmod P q)$,
$\left\{\begin{array}{l}u \equiv-y(\bmod P) \\ u \equiv-y(\bmod q)\end{array}\right\}$ giving $x \equiv-y(\bmod P q)$,
$\left\{\begin{array}{c}u \equiv y(\bmod P) \\ u \equiv-y(\bmod q)\end{array}\right\}$ giving $x \equiv z(\bmod P q)$,
$\left\{\begin{array}{c}u \equiv-y(\bmod P) \\ u \equiv y(\bmod q)\end{array}\right\}$ giving $x \equiv-z(\bmod P q)$.

Thus, if $\mathrm{N}=\mathrm{Pq}$, the congruence $x^{2} \equiv y^{2}(\bmod \mathrm{~N})$ has four solutions, namely, the trivial solutions $x \equiv \pm Y(\bmod N)$, and one more pair of solutions $x \equiv \pm z(\bmod N)$.

Example:
Let $\mathrm{N}=77=7$ - 11. Consider the congruence $x^{2} \equiv y^{2}$
$(\bmod 77) . u^{2} \equiv(36)^{2}(\bmod 7)$ has two solutions (mod 7), namely $u \equiv \pm 36(\bmod 7) \cdot u \equiv(36)^{2}(\bmod 11)$ has two solutions (mod 11), namely $u \equiv \pm 36$ (mod 11). By combining these solutions we have
$\left\{\begin{array}{c}u \equiv 36(\bmod 7) \\ u \equiv 36(\bmod 11)\end{array}\right\} \rightarrow x \equiv 36(\bmod 77)$
$\left\{\begin{array}{c}u \equiv-36(\bmod 7) \\ u \equiv-36(\bmod 11)\end{array}\right\}-x \equiv-36(\bmod 77)$
$\left\{\begin{array}{cc}u \equiv 36 & (\bmod 7) \\ u \equiv-36 & (\bmod 11)\end{array}\right\}-x \equiv 8 \quad(\bmod 77)$
$\left\{\begin{array}{l}u \equiv-36(\bmod 7) \\ u \equiv 36(\bmod 11)\end{array}\right\}-x \equiv-8(\bmod 77)$

Thus $x=36$ and $y=8$, satisfying the congruence $x^{2} \equiv y^{2}$ (mod 77).

If $N$ has more than two prime factors, the method still works in a similar way since the above reasoning can be applied to one of the prime factors $p$ and the corresponding co-factor $a=\frac{N}{p}$, which in this case will be
composite.

### 3.2 The Continued Fraction Algorithm:

We are now ready to present the continued fraction algorithm. First, we give an outline of the algorithm. Let $N>1$ be an odd, composite integer that we seek to factor. The algorithm has four major steps:

Step I: The Expansion step.
In this step, the regular continued fraction expansion of $\sqrt{N}$ or $\sqrt{k N}$ for some suitably chosen integer $k>1$ is computed. Using the notations of Theorem 1.6, we have: For each value of $i$, $1 \leq i \leq N_{0}$, we have $A_{i}^{2}-k N B_{i}^{2}=(-1)^{i+1} Q_{i+1}$, and hence $A_{i}^{2} \equiv(-1)^{i+1} Q_{i+1}(\bmod k N)$, where $\frac{A_{i}}{B_{i}}$ is the ith
convergent of $\sqrt{k N}$. Each pair of positive integers $\left(A_{i}, Q_{i+1}\right)$ on the last congruence is called an "A - Q pair".

Step II: Finding square sets (or s-sets)
In this step we use some of the A-Q pairs generated in Step I to form certain subsets of integers, called square sets or s-sets, each having the property that $\prod_{j=1}^{m}(-1)^{i_{j}} Q_{i_{j}}$
is a square. If no s-set can be found, we return to step $I$ to expand $\sqrt{k N}$ further.

Step III: Finding solutions to $x^{2} \equiv y^{2}(\bmod k N)$.
Each s-set found in step II can be used to find a solution to the square congruence $x^{2} \equiv y^{2}(\bmod k N)$. Let $\Pi_{j=1}^{m}(-1)^{i_{j}} Q_{i_{j}}=Q^{2} . \quad$ We set $\mathrm{x}=A_{i_{1}} \cdot A_{i_{2}} \cdot \ldots A_{i_{m}}(\bmod \mathrm{kN})$, where $A_{i_{j}}$ are the integers corresponding to the $Q_{i_{j}}$ in the $(A-Q)$ pairs, we found in step $I$, for $j=1,2, \ldots, m$. The $x^{2} \equiv A_{i_{1}}^{2} \cdot A_{i_{2}}^{2} \cdot \ldots \cdot A_{i_{m}}^{2}(\bmod \mathrm{kN})$, and since $A_{i_{j}}^{2} \equiv(-1)^{i_{j}} Q_{i_{j}}(\bmod \mathrm{kN})$
individually, then $x^{2} \equiv A_{i_{1}}^{2} \cdot A_{i_{2}}^{2} \cdots \cdot A_{i_{m}}^{2} \equiv \prod_{j=1}^{m} Q_{i_{j}} \equiv Q^{2}(\operatorname{mod~kN})$ is a
solution to the square congruence $x^{2} \equiv y^{2}(\bmod k N)$. This congruence may fail to factor $k N$ if $x \equiv y$ or $x \equiv-y(\bmod$ kN ). In this case we use another s-set and if no s-set
gives a non-trivial solution to the congruence $x^{2} \equiv y^{2}$ (mod kN ), we can go back to step $I$ and expand $\sqrt{k N}$ further. Step IV: Computing $g \subset d(x-y, k N)$ and $g \subset d(x+y, k N)$. The final step in the continued fraction method is the calculation of $g \subset d(x-y, k N)$ and $g \subset d(x+y, k N)$ by the Euclidean algorithm for non-trivial solutions $x$ and $y$. Then $g \subset d(x-y, k N)=u$ and $g \subset d(x+y, k N)=v$ are non-trivial factors of kN.

We now explain steps I - IV, outlined above, and give examples to illustrate each step.

Step I: The Expansion Step.
Expand $\sqrt{k N}$ for a suitably chosen integer $k>1$, into a simple continued fraction by the following algorithm:

The expansion algorithm generates the integers: $A_{n}$,
$Q_{n}, b_{n}, r_{n}$ and $P_{n}, n=1,2, \ldots$
(i) Set $A_{-1}=0, A_{0}=1, Q_{-1}=k N, r_{0}=g=[\sqrt{k N}] \quad P_{0}=0$ and $Q_{0}=1$.
(ii) We use the following formula $r_{n+1}=\left(g+P_{n}\right) \bmod Q_{n} \ldots$ (I) to generate $r_{n}$ for $n \geq 1$.
(iii) Compute $b_{n}, \quad n \geq 1$ from the formula $b_{n+1}=\left[\frac{\left(g+P_{n}\right)}{Q_{n}}\right] \ldots$
(iv) We use the recursion formula $A_{n+1} \equiv b_{n+1} A_{n}+A_{n-1}(m o d k N) .$. to compute $A_{n}(\bmod k N)$ for $n \geq 0$.
(v) We use the formula $g+P_{n+1}=2 g-r_{n+1} \cdots$ (4) to
generate $g+P_{n+1}$ for $n \geq 0$.
(vi) We use the formula $Q_{n+1}=Q_{n-1}+b_{n+1}\left(r_{n+1}-r_{n}\right) \ldots$ (5) to generate $Q_{n+1}$ for $n \geq 0$.
(vi) Increase $n$ by 1 and return to (ii).

## Remarks:

1. Recall that the integers $Q_{n}$ and $P_{n}$ satisfy the inequalities $0 \leq P_{n}<\sqrt{k N}$ and $0<Q_{n}<2 \sqrt{k N}$ for $n \geq 0$. Thus, the $Q_{n}^{\prime}$ s and $P_{n}^{\prime} s$ are small compared to $N$.

With little luck we may find a complete factorization of some of the $Q_{n}$ 's by trial division. The pairs $\left(A_{n}, Q_{n+1}\right)$ where $Q_{n+1}$ is too difficult to factor by trial division are simply discarded. In this way, only $Q_{n+1}$, having small prime factors, are saved for later use to generate the ssets in step II. In factoring some of the $Q_{n}$ 's an attempt will be made to choose a relatively small fixed set of primes, called the factor base, and use trial division to consider only those $Q_{n}$ 's that have all of their prime factors in the factor base. Using a factor base to factor some of the $Q_{n}$ 's saves trial divisions and discards pairs $\left(A_{n}, Q_{n+1}\right)$ having little chance of entering an s-set.
2. To calculate $g=[\sqrt{k N}]$ one may use the following modification of the Newton-Raphson method:
a. Choose a number $\mathrm{x}_{0}$ such that $\mathrm{x}_{0}>\sqrt{\mathrm{kN}}$.
b. For $n \geq 0$ successively compute $x_{n+1}=\left[\frac{x_{n}^{2}+k N}{2 x_{n}}\right]$
c. When $x_{n+1}-x_{n} \geq 0$, then $g=x_{n+1}$.
3. Since the continued fraction expansion of $\sqrt{N}$ is periodic, in those cases where the period of $\sqrt{N}$ is too short for the method to succeed, it is necessary to choose an integer $k>1$ and expand $\sqrt{k N}$. Selecting an integer $\mathrm{k}>1$, may result in including more small primes as possible divisors of $Q_{n}$ than by using $k=1$. On the other hand, a large value of $k$ will make the $Q_{n}$ 's larger, hence will be less likely to factor completely. We want to balance these tendencies by choosing k wisely. R. Schroeppel suggests that the best choice of $k$ is the value that maximizes

$$
\underset{\text { prime }}{\mathrm{f}} \mathrm{f}(\mathrm{p}, \mathrm{kN}) \log \mathrm{p}=\frac{1}{2} \log \mathrm{k}, \text { where }
$$

$f(p, k N)=$ the average number of times $p$ divides $A^{2}-$ $(k N) B^{2}$, when $A$ and $B$ are two relatively prime independent random integers and the sum is over all primes less than or equal to $p_{m}$, where $p_{m}$ is the largest prime in the factor base. The function $f(p, d)$ is given by
$f(p, d)=\left\{\begin{array}{c}\frac{2 p}{p^{2}-1} \text { if } d^{\frac{p-1}{2}} \bmod p=1 \\ 0 \text { if } d^{\frac{p-1}{2}} \bmod p=p-1\end{array}\right.$.

For more details about the selection of $k$, see Knuth [7] and Morrison and Brillhart[16].

## Example 1:

Let $N=77$ and $k=2$. Table 3.1 contains the results of the expansion of $\sqrt{k N}$ up to $n_{0}=21$ in a simple continued fraction. $g=[\sqrt{2 * 77}]=12$

Example 2:

Let $\mathrm{N}=13290059$ and $k=1$. Then $\mathrm{g}=[\sqrt{13290059}]=$ 3645. Table 3.2 contains selected results from the expansion of $\sqrt{N}$.

Table 3.1

| $n$ | $A_{n} \bmod N$ | $Q_{n}$ | $b_{n}$ | $r_{n}$ | $P_{n}$ | $Q_{n}$ Factored |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| -1 | 0 | 154 | - | - | - | - |
| 0 | 1 | 1 | - | 12 | 0 | 1 |
| 1 | 12 | 10 | 12 | 0 | 12 | $2 \cdot 5$ |
| 2 | 25 | 9 | 2 | 4 | 8 | $3 \cdot 3$ |
| 3 | 62 | 6 | 2 | 2 | 10 | $2 \cdot 3$ |
| 4 | 57 | 15 | 3 | 4 | 8 | $3 \cdot 5$ |
| 5 | 42 | 7 | 1 | 5 | 7 | 7 |
| 7 | 64 | 15 | 2 | 5 | 7 | $3 \cdot 5$ |
| 7 | 29 | 6 | 1 | 4 | 8 | $2 \cdot 3$ |


| 8 | 74 | 9 | 3 | 2 | 10 | $3 \cdot 3$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 9 | 23 | 10 | 2 | 4 | 8 | 2 - 5 |
| 10 | 43 | 1 | 2 | 0 | 12 | 1 |
| 11 | 54 | 10 | 24 | 0 | 12 | 2 - 5 |
| 12 | 74 | 9 | 2 | 4 | 8 | 3 - 3 |
| 13 | 48 | 6 | 2 | 2 | 10 | $2 \cdot 3$ |
| 14 | 64 | 15 | 3 | 4 | 8 | 3 - 5 |
| 15 | 35 | 7 | 1 | 5 | 7 | 7 |
| 16 | 57 | 15 | 2 | 5 | 7 | 3 - 5 |
| 17 | 15 | 6 | 1 | 4 | 8 | 2 - 3 |
| 18 | 25 | 9 | 3 | 2 | 10 | $3 \cdot 3$ |
| 19 | 65 | 10 | 2 | 4 | 8 | 2 - 5 |
| 20 | 1 | 1 | 2 | 0 | 12 | 1 |
| 21 | 12 | 10 | 24 | 0 | 12 | $2 \cdot 5$ |
| 22 | 25 | 9 | 2 | 4 | 8 | $3 \cdot 3$ |

Table 3.2

| $n$ | $A_{n}$ Mod N | $Q_{n}$ | $b_{n}$ | $r_{n}$ | $P_{n}$ | $Q_{n}$ Factored |
| :---: | ---: | ---: | :---: | :---: | :---: | :---: |
| -1 | 0 | 13290059 | - | - | - | - |


| 0 | 1 | 1 | - | 3645 | 0 | 1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 3645 | 4034 | 3645 | 0 | 3645 | $2 \cdot 2017$ |
| 2 | 3646 | 3257 | 1 | 3256 | 389 | 3257 |
| 3 | 7291 | 1555 | 1 | 777 | 2868 | 5-311 |
| 4 | 32810 | 1321 | 4 | 293 | 3352 | 1321 |
| 5 | 1713412 | 2050 | 5 | 392 | 3253 | $2 \cdot 5^{2} \cdot 41$ |
| 10 | 6700527 | 1333 | 3 | 748 | 2673 | $31 \cdot 43$ |
| 22 | 5235158 | 4633 | 4 | 986 | 1134 | 41•113 |
| 23 | 1914221 | 226 | 1 | 146 | 3499 | $2 \cdot 113$ |
| 26 | 11455708 | 3286 | 31 | 138 | 1977 | $2 \cdot 31 \cdot 53$ |
| 31 | 1895246 | 5650 | 1 | 2336 | 2603 | $2 \cdot 5^{2} \cdot 113$ |
| 40 | 3213960 | 4558 | 1 | 598 | 2931 | 2•43•53 |
| 52 | 2467124 | 25 | 1 | 2018 | 3628 | $5^{2}$ |

Step II: Finding S-Sets
In this step, we need to determine if any s-sets exist in the set of $\left(A_{n}, Q_{n}+1\right)$ pairs generated in step $I$ and to devise a procedure to find them when they exist.

A simple procedure can be used to both determine if any ssets exist and to find them when they do exist. The idea is to factor some of the $Q_{n} ' s$ over a relatively small fixed set
of primes, called the factor base, so that some subset of the factored $Q_{n}$ 's, when multiplied together will give an integer $c$ whose square is congruent to a perfect square mod N. The details follow.

## Definition 3.1:

A factor base is a set $B=\left\{P_{1}, P_{2}, \ldots, P_{h}\right\}$ of distinct primes, except that $P_{1}$ may be the integer -1 .

Definition 3.2:
Let $B$ be a factor base. An integer a is called a B-number (for a given $N$ ) if the integer $c$ that is defined by the conditions (i) and (ii) below can be written as a product of numbers from $B$.
(i) $c=a^{2} \bmod N$
(ii) $-\frac{N}{2} \leq c \leq \frac{N}{2}$.

The number $c$ is called the least absolute residue of a mod N.

## Examples:

(1) For $N=4633$ and $B=\{-1,2,3\}$ the integers $a^{1}=67, a_{2}$ $=68$, and $a_{3}=69$ are $B$-numbers for $a_{1}^{2} \equiv 67^{2} \equiv-144(\bmod 4633)$ and $-144=-1 \cdot 2^{4} \cdot 3^{2}$.
$a_{2}^{2} \equiv 68^{2} \equiv-9 \quad(\bmod 4633)$ and $-9=-1 \cdot 3^{2}$.
$a_{3}^{2} \equiv 69^{2} \equiv 128(\bmod 4633)$ and $128=2^{7}$.
(2) For $N=1729$ and $B=\{-1,2,5\}$, show that $a_{1}=186$ and $a_{2}=267$ are $B$-numbers.

Let $Z_{2}^{h}$ denote the vector space whose elements consists of $h-$ tuples of zeros and ones over the field of two elements $Z_{2}$. We are given an integer $N$ and $B=\left\{P_{1}, P_{2}, \ldots, P_{h}\right\}$ as a factor base. Let a be a B-number then the least absolute residue of $\mathrm{a}(\bmod \mathrm{N})$ can be written as $\Pi_{j=1}^{h} p_{j}^{\alpha_{j}}$ where $\alpha_{j} \geq 0$.

We associate a vector $\varepsilon(a) \in Z_{2}^{h}$ with a where $\varepsilon(a)=\left(\alpha_{1}(\bmod \right.$ 2), $\left.\alpha_{2}(\bmod 2) \ldots, \alpha_{h}(\bmod 2)\right)$. Note that $\alpha_{i}(\bmod 2)=$ $\left\{\begin{array}{ll}0 & \text { if } \alpha_{i} \text { is even } \\ 1 & \text { if } \alpha_{i} \text { is odd }\end{array}\right.$.

Example:
In example (1) above, the vector associated with $\mathrm{a}=67$ is $\varepsilon(67)=(1,0,0)$, the vector associated by $a=68$ is $\varepsilon(68)=(1,0,0)$ and the vector associated with $a=69$ is $\varepsilon(69)=(0,1,0)$.

Suppose we have a set of $B$-numbers $\left\{a_{1}, a_{2}, \ldots, a_{n}\right\}$ such that the corresponding vectors $\varepsilon_{i}=\left(\varepsilon_{i 1}, \varepsilon_{i 2}, \ldots, \varepsilon_{i h}\right)$, $i=1,2, \ldots, n$ add $u p$ to the zero vector in $Z_{2}^{h}$. Let $C_{i}$, i $=1,2, \ldots, n$ be the least absolute residues of $a_{i}(\bmod N)$. Write each $C_{i}$ as $C_{i}=\Pi_{j=1}^{h} P_{j}^{\alpha_{1 j}}, \alpha_{i,} \geq 0$. Then
$\prod_{i=1}^{h} C_{i}=\stackrel{h}{\Pi=1}\left(\underset{j=1}{h} P_{j}^{\alpha_{i j}}\right)=\prod_{j=1}^{h} P_{j}^{\sum_{i=1}^{n} \alpha_{1 j}}$. The exponent $\sum_{i=1}^{h} \alpha_{i j}$ of each $P_{j}$ on the right hand side is an even number. Thus
$\prod_{j=1}^{h} P_{j}^{\Sigma_{i=1}^{n} \alpha_{i j}}$ is a square. If we set $\gamma_{j}=\frac{1}{2} \sum_{i=1}^{n} \alpha_{i_{j}}$ then
$\prod_{j=1}^{h} p_{j}^{\Sigma_{i=1}^{n} \alpha_{i j}}=\left(\underset{j=1}{h} p_{j}^{\gamma_{j}}\right)^{2} . \quad$ Set $a=\prod_{i=1}^{n} a_{i} \bmod N$ (least positive
residue) and $c=\prod_{j=1}^{h} P_{j}^{\varphi_{j}} \bmod N$ (least positive residue). We
have $c_{i} \equiv a_{i}^{2}(\bmod N)$ for each $i=1,2, \ldots, n$, thus
$\prod_{i=1}^{n} C_{i} \equiv \prod_{i=1}^{n} a_{i}^{2}(\bmod N)$ and hence $c^{2}=\left(\prod_{j=1}^{h} p_{j}^{\gamma_{j}}\right)^{2} \equiv \prod_{i=1}^{n} a_{i}^{2} \equiv a^{2}(\bmod$
N) .

When can we be sure that we have enough $B$-numbers $a_{i}$ so that the sum of the corresponding vectors $\varepsilon_{i}$ is the zero vector? In other words, given a collection of vectors in $Z_{2}^{h}$, when can we be sure of being able to find a subset of them whose sum is zero? This happens if the set of vectors in the collection is linearly dependent over the field $Z_{2}$. From linear algebra we know this is guaranteed to occur if
the number of vectors in the collection is larger than or equal to $h+1$. Thus, at worst we will have to generate $h+$ 1 different B -numbers in order that $\left(\Pi_{i} a_{i}\right)^{2} \equiv\left(\Pi_{j} p_{j}^{\gamma_{1_{j}}}\right)^{2} \bmod \mathrm{~N}$. Of course, we may obtain a linearly dependent set of vectors sooner.

## Example:

Let $N=4633$ and $B=\{-1,2,3\}$. Example (1) above demonstrates that the integers $a_{1}=67$ and $a_{2}=68$ are $B-$ numbers. The vectors corresponding to $a_{1}$ and $a_{2}$ are $\varepsilon_{1}=(1$, $0,0)$ and $\varepsilon_{2}=(1,0,0) \cdot \varepsilon_{1}+\varepsilon_{2}=(1,0,0)+(1,0,0)=$ $(0,0,0)$. We compute $a=67 \cdot 68(\bmod 4633)$ and obtain $a \equiv$ -77 (mod 4633). The least absolute residues of $a_{1}$ and $a_{2}$ as (mod 4633) are respectively
$c_{1}=-144=-1 \cdot 2^{4} \cdot 3^{2}$
$c_{2}=-9=-1 \cdot 3^{2}$.
$c_{1} \cdot c_{2}=(-1)^{2} \cdot 2^{4} \cdot 3^{4} \Rightarrow \gamma_{1}=1, \gamma_{2}=2$ and $\gamma_{3}=2$. Thus $c$ $=-1 \cdot 2^{2} \cdot 3^{2}=-36$. Note that $(-77)^{2} \equiv(-36)^{2}(\bmod 4633)$. Example:

Let $N=4633$ and $B=\{-1,2,3,5\}$. The integers $a_{1}=$ 68, $a_{2}=69$, and $a_{3}=96$ are $B$-numbers. The vectors corresponding to these numbers are respectively $\varepsilon_{1}=(1,0$, $0,0), \varepsilon_{2}=(0,1,0,0)$ and $\varepsilon_{3}=(1,1,0,0) \cdot \varepsilon_{1}+\varepsilon_{2}+\varepsilon_{3}$ $=(0,0,0,0)$. We compute $\mathrm{a}=68 \cdot 69 \cdot 96(\bmod 4633)$ and obtain $\mathrm{a} \equiv 1031(\bmod 4633)$. The least absolute residues of $a_{1}, a_{2}$, and $a_{3} \bmod 4633$ are respectively:
$c_{1}=-9=-1 \cdot 3^{2}$
$c_{2}=128=2^{7}$
$c_{3}=-50=-1 \cdot 2 \cdot 5^{2}$
$\therefore c_{1} \cdot c_{2} \cdot c_{3}=(-1)^{2} \cdot 2^{8} \cdot 3^{2} \cdot 5^{2} \Rightarrow \gamma_{1}=1, \gamma_{2}=4, \gamma_{3}=1, \gamma_{4}=1$. Thus, $c=-1 \cdot 2^{4} \cdot 3^{1} \cdot 5^{1}=-240 . \quad a^{2}=(1031)^{2} \equiv(-240)^{2}$ $(\bmod 4633)$.

In the examples we presented above, we were able to find a subset of vectors $\varepsilon_{i}$ which sums to zero. However, if the factor base has many elements, that is, if $h$ is large, we might not be able to find a subset of vectors $\varepsilon_{i}$ which sum to zero just by inspection. In that case, we write the vectors $\varepsilon_{i}$ as rows in a matrix and use a process similar to the Gaussian elimination method to find a linearly dependent set of rows. First, we write the vectors $\varepsilon_{i}$ as rows in a matrix ( $E_{i j}$ ). Then we start reducing this matrix to a form where, for each $j$, only one row has its left most 1 in column j. This is accomplished by performing the following for $j=1,2, \ldots, m$. If more than one row has its left most 1 in column $j$, we keep the first row with 1 in column $j$ and add this row to the rows below it that have 1 in column $j$. As the reduction proceeds, we keep a record of the actual contents of each row as a sum of $\varepsilon_{i}$. When the reduction is completed, the reduced matrix is searched for occurrences of zero rows. Since each row is recorded as a sum of $\varepsilon_{1}$, these vectors are linearly dependent. We illustrate the procedure above by examples.

## Example:

Let $B=\{-1,2,3,5\}$.
$a_{1}=15=3 \cdot 5 \rightarrow \varepsilon_{1}=(0,0,1,1)$
$a_{2}=9=3^{2} \rightarrow \varepsilon_{2}=(0,0,0,0)$
$a_{3}=-10=-1 \cdot 2 \cdot 5 \rightarrow \varepsilon_{3}=(1,1,0,1)$
$a_{4}=15=3 \cdot 5 \rightarrow \varepsilon_{4}=(0,0,1,1)$
$a_{5}=-6=-1 \cdot 2 \cdot 3 \rightarrow \varepsilon_{5}=(1,1,1,0)$

| $n$ | -1 | 2 | 3 | 5 |
| :--- | :---: | :---: | :---: | :---: |
| 1 | 0 | 0 | 1 | 1 |
| 2 | 0 | 0 | 0 | 0 |
| 3 | 1 | 1 | 0 | 1 |
| 4 | 0 | 0 | 1 | 1 |
| 5 | 1 | 1 | 1 | 1 |

Starting in column 1, we keep row 3 unchanged and replace row 5 by the sum of row 5 and row 3 (note that we record rows are summed to the left). To get:

| $n$ | -1 | 2 | 3 | 5 |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0 | 1 | 1 |
| 2 | 0 | 0 | 0 | 0 |
| 3 | 1 | 1 | 0 | 1 |


| 4 | 0 | 0 | 1 | 1 |
| :---: | :---: | :---: | :---: | :---: |
| $3+5$ | 0 | 0 | 1 | 1 |

Since no row has its left-most 1 in column 2, we proceed to column 3. We keep row 1 and replace row 4 by the sum of rows 1 and row 4 and replace the new row 5 by the sum of this row and row 1 and get:

| $n$ | -1 | 2 | 3 | 5 |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0 | 1 | 1 |
| 2 | 0 | 0 | 0 | 0 |
| 3 | 1 | 1 | 0 | 1 |
| $1+4$ | 0 | 0 | 0 | 0 |
| $1+3+5$ | 0 | 0 | 0 | 0 |

No row has its left-most 1 in column 4. Therefore the reduction is completed, and the following sets of vectors are identified as linearly dependent: $\left\{\varepsilon_{2}\right\}$, $\left\{\varepsilon_{1}, \varepsilon_{4}\right\}$ and $\left\{\varepsilon_{1}\right.$, $\left.\varepsilon_{3}, \varepsilon_{5}\right\}$. The question that remains to be answered in this step is, how do we choose a factor base and B-numbers in factoring an integer $N$ ? The answer to this question is given by the following theorem.

Theorem 3.2:

If in the continued fraction expansion of $\sqrt{k N}$ an odd prime $p$ divides $Q_{n}, n \geq 1$, then the value of the Legendre symbol $\left(\frac{k N}{p}\right)=+1$ or 0 .

Proof: Suppose $n \geq 1$ and $p \mid Q_{n}$. In this case the identity $A_{n-1}^{2}-k N B_{n-1}^{2} \equiv(-1)^{n} Q_{n} \equiv 0(\bmod p)$ implies $A_{n-1}^{2} \equiv k N B_{n-1}^{2}(\bmod p)$. However, $p$ cannot divide $B_{n-1}$, since by corollary 1 to Theorem 1.4, gcd $\left(A_{n-1}, B_{n-1}\right)=1$. Thus, $\left(\frac{A_{n-1}}{B_{n-1}}\right)^{2} \equiv k N(\bmod$
p). That is, $k N$ is a quadratic residue of $p$, hence $\left(\frac{k N}{p}\right)=1$
if $\mathrm{p} X \mathrm{kN}$ and if $\mathrm{p} \mid \mathrm{kN}$ then $\left(\frac{k N}{p}\right)=0$. This completes the proof.

The factor base can now be chosen by selecting the smallest possible odd primes $p_{2}, p_{3}, \ldots, p_{B}$ for which $\left(\frac{k N}{p_{i}}\right)=0$ or 1 . In addition, the prime $p_{1}=2$ and $p_{0}=-1$
(that is needed to hold the sign of $Q_{n}$ ) are always included in the factor base. The parameter $B \approx[\sqrt[4]{k N}]$.

The $B$-numbers are the $Q_{n}$ 's that factor completely over the factor base. The other $Q_{n}$ 's are discarded. Example:

Let $\mathrm{N}=77, \mathrm{k}=2$.
The following table contains some "A - Q" pairs $0 \pm=$ continued fraction expansion of $\sqrt{2 \cdot 77}=\sqrt{154}$, and $=$ vectors associated with each factored $Q_{n}$.

Table 3.3

| n | $A_{n} \bmod 154$ | $A_{n}^{2} \bmod 154$ | $(-1)^{n} Q_{n}$ | Factorizatior. of $Q_{n}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 12 | 144 | -10 | $-1 \cdot 2 \cdot 5 \quad=$ |
| 2 | 25 | 9 | 9 | 3-3 $=$ |
| 3 | 62 | 148 | -6 | $-1 \cdot 2 \cdot 3 \quad \cdots$ |
| 4 | 57 | 15 | 15 | $3 \cdot 5 \quad=$ |
| 5 | 42 | 70 | -7 | $-1 \cdot 7$ |
| 6 | 64 | 92 | 15 | $3 \cdot 5 \quad$ |
| 7 | 29 | 71 | -6 | $-1 \cdot 2 \cdot 3$ |
| 8 | 74 | 86 | 9 | $3 \cdot 3 \quad:$ |
| 9 | 23 | 67 | -10 | $-1 \cdot 2 \cdot 5 \quad$ |
| 10 | 43 | 1 | 1 | 1 |

Since $\left(\frac{154}{3}\right)=\left(\frac{154}{5}\right)=1$ and $B=[\sqrt[4]{154}]=3$, we choo:
factor base $B=\{-1,2,3,5\}$. By applying the

Gaussian elimination method to the vectors $\varepsilon_{n}$, we obtain

Table 3.4

| k | $\varepsilon_{k}$ | k | $\varepsilon_{k}$ | k | $\varepsilon_{k}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $1 \begin{array}{llll}1 & 1 & 0\end{array}$ | 1 | $1 \begin{array}{llll}1 & 1 & 0 & 1\end{array}$ | 1 | 11101 |
| 2 | 0000 | 2 | 0000 | 2 | 0000 |
| 3 | 1110 | $1+3$ | $\begin{array}{llll}0 & 0 & 1 & 1\end{array}$ | $1+3$ | 0011 |
| 4 | 0011 | 4 | 0011 | $1+3+4$ | 0000 |
| 5 | 001 | 5 | 0001 | $1+3+5$ | 0000 |
| 6 | 1110 | 1+6 | 0011 | $1+3+1+6$ | 0000 |
| 7 | 0000 | 7 | 0000 | 7 | 0000 |
| 8 | 11101 | $1+8$ | 0000 | $1+8$ | 0000 |

After developing step III below, we will use the results of this example to find a complete factorization of $N=77$.

Step III: Finding solutions to $x^{2} \equiv y^{2}(\bmod k N)$
Assume that in step II, above, we obtained a subset of "A- $Q$ " pairs, such that $Q_{i 1}, Q_{i 2}, \ldots, Q_{i m}$ are completely factored over the factor base and their product is a square. That is, $\Pi_{j=1}^{m}(-1)^{1_{j}} Q_{i_{j}}=Q^{2}$. Let $\mathbf{x}_{j}$
$=A_{i,}, j=1,2, \ldots, m$ be the corresponding value of
$Q_{i}$ in the "A - Q" pairs. set $y_{j}=(-1)^{i f} \cdot Q_{i,}$ for $j=1$, $2, \ldots, m$. Thus, the set of pairs $\left(x_{j}, y_{j}\right)$ satisfy the conditions $\Pi_{j=1}^{m} y_{j}=Q^{2}$ and $x_{j}^{2} \equiv y_{j}(\bmod \mathrm{kN})$ for $j=1,2$, $\ldots, \mathrm{m}$. Let $\mathrm{x}=\prod_{j=1}^{m} x_{j}(\bmod \mathrm{kn})$, then $x^{2}=\Pi_{j=1}^{m} x_{j}^{2}$.

Thus, $x^{2} \equiv Q^{2}(\bmod k N)$ is a solution to the square congruence $x^{2} \equiv y^{2}(\bmod k N)$. This congruence may fail to factor $k N(i f x \equiv y(\bmod k N)$ or $x \equiv-y(\bmod k N)$ ). In this case, we would look for another square set until we either find one or determine that if no square sets exist. In the latter case, we would go back and continue to expand $\sqrt{k N}$ to obtain more "A - Q" pairs.

Example (Continuation of Last Example)
From the previous example, $(-1)^{2} \ell_{2}=9$ is a
square. Thus, $x_{1}=25, y_{1}^{2}=9$ is a solution of $x^{2} \equiv y^{2}$ $(\bmod 154)$.

Other solutions of $x^{2} \equiv y^{2}(\bmod 154)$ are:
$y_{2}^{2}=(-1)^{1} Q_{1} \cdot(-1)^{3} Q_{3} \cdot(-1)^{4} Q_{4}=900$,
$x_{2}=A_{1} \cdot A_{3} \cdot A_{4} \bmod 154=58$
$y_{3}^{2}=(-1)^{1} Q_{1} \cdot(-1)^{3} Q_{3} \cdot(-1)^{6} Q_{6}=900$
$x_{3}=A_{1} \cdot A_{3} \cdot A_{1} \cdot A_{6} \bmod 154=30$ (trivial solution)
$y_{4}^{2}=(-1)^{1} Q_{1} \cdot(-1)^{3} Q_{3} \cdot(-1)^{1} Q_{1} \cdot(-1)^{7} Q_{7}=3600$
$x_{4}=A_{1} \cdot A_{3} \cdot A_{1} \cdot A_{7} \bmod 154=38$
Compute $\operatorname{gcd}\left(k N, x_{1}-Y_{1}\right)=\operatorname{gcd}(154,22)=22=2 \cdot 11$
$\operatorname{gcd}\left(k N, x_{2}-y_{2}\right)=\operatorname{gcd}(154,28)=14=2 \cdot 7$
$\operatorname{gcd}\left(\mathrm{kN}, \mathrm{x}_{4}-\mathrm{Y}_{4}\right)=\operatorname{gcd}(154,22)=22=2 \cdot 11$
Thus 154=2•7•11.
Example: Factor $N=1711$, as another illustration of the continued fraction algorithm.

Step 1 The Expansion step:
The following table contains the expansion of $\sqrt{N}$ up to $k=12$.

Table 3.5

| $k+1$ | $A_{k}$ | $Q_{k}+1$ | Factorization of (Q's) |
| :---: | :---: | :---: | :---: |
| 1 | 41 | -30 | $-1 \cdot 2 \cdot 3 \cdot 5$ |
| 2 | 83 | 45 | $3 \cdot 3 \cdot 5$ |
| 3 | 124 | -23 | $-1 \cdot 23$ |
| 4 | 331 | 57 | $3 \cdot 19$ |
| 5 | 455 | -6 | $-1 \cdot 2 \cdot 3$ |


| 6 | -598 | 5 | 5 |
| :---: | :---: | :---: | :---: |
| 7 | -558 | -38 | $-1 \cdot 2 \cdot 19$ |
| 8 | -3 | 9 | $3 \cdot 3$ |
| 9 | -582 | -54 | $-1 \cdot 2 \cdot 3 \cdot 3 \cdot 3$ |
| 10 | -585 | -25 | $-1 \cdot 2 \cdot 3 \cdot 5$ |
| 11 | -41 | -30 | -129 |
| 13 | 336 | -30 | $-1 \cdot 2 \cdot 3 \cdot 5$ |

The factor base $=\{-1,2,3,5,19\}$
The Q's which are factored completely over the factor base are: $-30,45,57,-6,5,-38,9,-54,25,-30$.

The corresponding vectors to these Q's are the following.
$\varepsilon_{1}(-30)=(1,1,1,1,0) \quad \varepsilon_{2}(45)=(0,0,0,1,0)$
$\varepsilon_{3}(57)=(0,0,1,0,1)$
$\varepsilon_{4}(-6)=(1,1,1,0,0)$
$\varepsilon_{5}(5)=(0,0,0,1,0)$
$\varepsilon_{6}(-38)=(1,1,0,0,1)$
$\varepsilon_{7}(9)=(0,0,0,0,0)$
$\varepsilon_{8}(54)=(1,1,1,0,0)$
$\varepsilon_{g}(25)=(0,0,0,0,0)$
$\varepsilon_{10}(-30)=(1,1,1,1,0)$

Step II: Finding Square Sets (S-sets):
In this step, we form the binary matrix whose rows are the above vectors, then apply a Gaussian
elimination method on this matrix to obtain zero-rows.

|  | -1 | 2 | 3 | 5 | 19 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ |  |  |  |  |  |
| 1 | 1 | 1 | 1 | 1 | 0 |
| 2 | 0 | 0 | 0 | 1 | 0 |
| 3 | 0 | 0 | 1 | 0 | 1 |
| 4 | 1 | 1 | 1 | 0 | 0 |
| 5 | 0 | 0 | 0 | 1 | 0 |
| 6 | 1 | 1 | 0 | 0 | 1 |
| 7 | 0 | 0 | 0 | 0 | 0 |
| 8 | 1 | 1 | 1 | 0 | 0 |
| 9 | 0 | 0 | 0 | 0 | 0 |
| 10 | 1 | 1 | 1 | 1 | 0 |
|  |  |  |  |  | 0 |
| 1 |  |  |  |  |  |

The reduced matrix will be as follows:

| $n$ | -1 | 2 | 30 | 5 | 19 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 | 1 | 0 |
| 2 | 0 | 0 | 0 | 1 | 0 |


| 3 | 0 | 0 | 1 | 0 | 1 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $1+4+2$ | 0 | 0 | 0 | 0 | 0 |
| $2+5$ | 0 | 0 | 0 | 0 | 0 |
| $1+3+6+2$ | 0 | 0 | 0 | 0 | 0 |
| 7 | 0 | 0 | 0 | 0 | 0 |
| $1+8+2$ | 0 | 0 | 0 | 0 | 0 |
| 9 | 0 | 0 | 0 | 0 | 0 |
| $1+10$ | 0 | 0 | 0 | 0 | 0 |

After the reduction is completed, the following sets of vectors are linearly dependent and lead to a solution to the congruence $x^{2} \equiv y^{2}(\bmod 1711)$.
a) $\quad\left\{\varepsilon_{1}, \varepsilon_{2}, \varepsilon_{4}\right\}$
b) $\quad\left\{\varepsilon_{2}, \varepsilon_{5}\right\}$
C) $\left\{\varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}, \varepsilon_{6}\right\}$
d) $\quad\left(\varepsilon_{7}\right)$
e) $\quad\left(\varepsilon_{1}, \varepsilon_{2}, \varepsilon_{8}\right\}$
f) $\left(\varepsilon_{q}\right\}$
g) $\quad\left(\varepsilon_{1}, \varepsilon_{10}\right\}$

Step III: Finding solutions to Legendre's Congruence $x^{2} \equiv y^{2}(\bmod N)$.

Each s-set found in step II can be used to find a solution to the Legendre congruence $x^{2} \equiv y^{2}(\bmod N)$.

1) $\operatorname{set}(a) \cdot \operatorname{Let} x=A_{1} \cdot A_{2} \cdot A_{3}=41 \cdot 83 \cdot 455$
$=1548365$. Let $y^{2}=Q_{1} \cdot Q_{2} \cdot Q_{3}=(-1)^{2}\left(2 \cdot 3^{2} \cdot 5\right)^{2} \Rightarrow$ $y=90$. Since $1584365 \equiv-90(\bmod 1711)$, this set does not lead to factorization of $N$.
2) $\operatorname{set}(b) \cdot$ Let $x=A_{2} \cdot A_{6}=83 \cdot 598=49634$

Let $Y^{2}=Q_{2} \cdot Q_{6}=(3 \cdot 5)^{2} \rightarrow Y=15$. Since $49634 \equiv 15$ (mod 1711), this set also does not lead to
factorization of $N$. The same results are obtained for sets $C$ and $d$
3) $\operatorname{set}(e) \cdot \operatorname{Let} x=A_{1} \cdot A_{2} \cdot A_{8}=41 \cdot 83 \cdot 582=$ 1980546. Let $Y^{2}=Q_{1} \cdot Q_{2} \cdot Q_{9}=-30 \cdot 45 \cdot-54=$ $(-1)(2 \cdot 3 \cdot 5)(3 \cdot 3 \cdot 5)(-1)(3 \cdot 3 \cdot 3)(2)=$ $(-1)^{2}\left(2 \cdot 3^{3} \cdot 5\right)^{2}$, then
$y=2 \cdot 3^{3} \cdot 5=270$.
Since $x \neq y \bmod N$, we have now a great chance of factoring N.

Step IV: Computing gcd(x $-\mathrm{Y}, \mathrm{N})$ or $\operatorname{gcd}(\mathrm{x}+\mathrm{Y}, \mathrm{N}):$
We apply the Euclidian algorithm to find $\operatorname{gcd}(x-y, N)$
$x-y=1980276$
$1980276=1157 \cdot 1711+649$
$1711=2 \cdot 649+413$
$413=1 \cdot 236+177$
$236=1 \cdot 177+59$
$177=3 \cdot 59$
Thus, $\operatorname{gcd}(1980276,1711)=59$, which is a factor of
1711. $\frac{1711}{59}=29$. Therefore, 59 and 29 are the
factors of 1711.

### 3.3 Concluding Remarks:

No one as yet has offerred a complete explanation as to why the continued fraction algorithm is able to factor large numbers so successfully. A heuristic analysis given by Wunderlich [25], following ideas by Schroeppel, indicates that the continued fraction algorithm will factor an integer N in $\mathrm{O}\left(N^{L(N)}\right)$ operations, where $L(N) \approx \sqrt{\frac{3 \ln (\ln N)}{\ln N}}$. Most of the time in the continued fraction algorithm is spent in the trial division of the $Q_{n}$ and many important improvements to the algorithm have been given to speed up this phase of the algorithm. (See [7] and chapters 4 and 5 of this paper.) Another important improvement to the continued fraction algorithm is the so called "early abort" strategy that has been developed by Pomerance [19]. It is based on the following idea. Most of the time is being spent in the factorization of the residues $Q_{n}$. (This is why methods using sieves
such as the Quadratic Sieve algorithm and the Number Field Sieve are much faster than the Continued Fraction algorithm.) If a $Q_{n}$ does not have any small prime factors, it is not likely to factor at all before the largest prime of the factor base has been reached. Thus, it may be advantageous to give up the trial division on $Q_{n}$ after a number of primes have been tried and the unfactored portion is too large. Rather, we should abort the factoring procedure and generate a new residue $Q_{n}$.

Another important improvement to the algorithm is the use of the so called "large prime variation." It is based on the following idea. A large number of the residues $Q_{n}$ will not factor completely on our factor base but will give congruences of the form $x^{2} \equiv \mathrm{Ep}$ (mod N) where $E$ does factor completely and $p$ is a large prime number not in the factor base. A single such relation is, of course, useless. But, if we have two Q's with the same large prime p , say $x_{1}^{2} \equiv E_{1} p(\bmod \mathrm{~N})$
and $x_{2}^{2} \equiv E_{2} p(\bmod N)$, we will have $\left(\frac{x_{1} x_{2}}{p}\right)^{2} \equiv E_{1} E_{2}(\bmod$ N), which is a useful relation. The question at this point, however, is how likely is it that getting the same $p$ twice? It could be expected to get the same $p$ twice is very rare! This, however, is not true, and is
another instance of the well known "birthday paradox." What it says in our case is that if $k$ numbers are picked at random among the integers less than some bound $B$, then, if $k>\sqrt{B}$, there will be a probability larger than $\frac{1}{2}$ that two of the numbers picked will be equal.

Finally, the Gaussian elimination step over $Z_{2}$ is a non-trivial task since the matrices involved can be very huge. However, these matrices are very sparse. Recently, some special techniques have been developed for such matrices. An example, the "intelligent Gaussian elimination" method developed by LaMacchia and Odlyzko [15].

## Chapter 4

## The Quadratic Sieve Method

### 4.1 Introduction:

In this chapter, we present one of the "big guns" of factoring large integers, namely, the quadratic sieve algorithm. The quadratic sieve algorithm was developed in 1981 by Carl Pomerance [18]. The basic idea of the quadratic sieve method is the same as in the continued fraction method. We find integers $x$ and $y$ such that $x^{2} \equiv y^{2}$ $(\bmod N)$ where $x \pm y(\bmod N)$ by utilizing the Kraitchik factoring scheme. The difference between the continued fraction method and the quadratic sieve method is the way in which we find solutions to the square congruence $x^{2} \equiv y^{2}$ (mod $N$ ). In the continued fraction method, we find small quadratic residues $Q_{k}\left(Q_{k}<2 \sqrt{N}\right)$ from the convergents $\frac{A_{k}}{B_{k}}$ of
the continued fraction expansion of $\sqrt{N}$ and multiply some of them to obtain a square integer, while, by means of the congruence relations $(-1)^{k+1} Q_{k+1} \equiv A_{k}^{2}(\bmod N)$, find integers $\mathbf{x}$ and $y$ such that $x 2 \equiv y 2(\bmod N)$.

In the continued fraction method, most of the computing time in factoring an integer is spent on trying to factor the quadratic residues $Q_{k}$ by trail division of the primes in the factor base. What is particularly disadvantageous is
that most of the $Q_{k}$ do not factor completely within the factor base. For example, in factoring Fermat's 7th number $F_{7}=2^{2^{7}}+1$, Morrison and Brillhart [16], after having
computed 1,330,000 $Q_{k}$ 's from the continued fraction expansion of $\sqrt{257 F_{7}}$, found only 2059 Q's completely factored within the factor base.

In the quadratic sieve method, the factoring of the quadratic residues is accomplished by a much faster sieving procedure that uses a faster operation than division, namely substraction. At the time the quadratic sieve algorithm was first published, it became the method of choice to factor large integers. In fact, it is considered to be faster than any previously published general purpose algorithm for factoring large integers. To support this idea, a running time analysis for the continued fraction algorithm and the quadratic sieve algorithm, under certain reasonable assumptions, has been done by Carl Pomerance [18]. He found that the running time estimate for the continued fraction algorithm is of order $O(\exp \sqrt{2 \log N \log \log N})$, where N is the number to be factored and the running time estimate for factoring N by the quadratic sieve algorithm is of order $O(\exp \sqrt{1.125 \log N \log \log N})$.

### 4.2 Outline of the Algorithm

As we mentioned in the introduction to this chapter,
the quadratic sieve method employs the Kraitchik factoring scheme. Thus, there are four major steps to the quadratic sieve algorithm.

Step I: Generation of Congruences $u \equiv v(\bmod N)$.
This is accomplished by calculating a sequence of values of the polynomial $Q(x)=(x+[\sqrt{N}])^{2}-N$ for small integers $x$, say $|x|<T$, where $T \approx[\sqrt[4]{N}]$. Note that $Q(x)$ is a quadratic polynomial with integer coefficients. For integer values of $x$, we have $Q(x)=(x+[\sqrt{N}])^{2}-N \equiv(x+$ $[\sqrt{N}])^{2}(\bmod N)$, where the congruence is not trivial, i.e., it is not equality. This congruence plays the role of the congruence $A_{k}^{2} \equiv(-1)^{k+1} Q_{k+1}(\bmod N)$ in the continued fraction method.

## Step II:

Determinetion of a complete factorization of some values of the $Q(x)$ was computed in step $I$ over a prescribed but restricted - set of small primes called the factor base. The primes in the factor base consist of precisely those primes for which N is a quadratic residue, i.e., 2 and the odd primes, $p$, for which the Legendre symbol $\left(\frac{N}{p}\right)=1$ and
$p \leq B$ for some appropriate value of $B$.
Step III:
In this step, we need to find a subset of the quadratic
residues $Q(x)$ that completely factors over the factor base we obtained in step 2 and which, when multiplied, gives a square integer. Suppose that we could find a set of distinct integers $x_{1}, x_{2}, \ldots, x_{k}$ such that $Q\left(x_{1}\right), \ldots, Q\left(x_{k}\right)$ completely factored over the factor base and their product is a square, say $Q\left(x_{1}\right) Q\left(x_{2}\right) \ldots Q\left(x_{k}\right)=y^{2}$.

Since $Q\left(x_{i}\right) \equiv\left(x_{i}+[\sqrt{N}]\right)^{2}(\bmod N)$ for each $i=1,2$, $\ldots, k$, the integers $y$ and $x=\left(x_{1}+[\sqrt{N}]\right)\left(x_{2}+[\sqrt{N}]\right) \ldots$ $\left(\mathrm{X}_{\mathrm{k}}+[\sqrt{N}]\right)$ satisfy the square congruence $\mathrm{X}^{2} \equiv \mathrm{y}^{2}(\bmod \mathrm{~N})$. If $X$ * $\pm Y(\bmod N)$ we proceed to Step IV. Otherwise, we find another subset of $Q(x)$ whose product is a square. Step IV:

In this step, we compute $\operatorname{gcd}(\mathrm{X}-\mathrm{Y}, \mathrm{N})$ and $\operatorname{gcd}(\mathrm{X}+\mathrm{Y}$, N) by the Euclidean algorithm. Since $X * \pm Y(\bmod N)$, we have found proper factors of $N$, namely $\operatorname{gcd}(X-Y, N)$ and $\operatorname{gcd}(X+Y, N)$.

### 4.3 The Quadratic Sieve Algorithm:

We are now ready to present the quadratic sieve algorithm in more detail.

## Step 1:

In this step, we generate small quadratic residues of N by computing the value of the quadratic polynomial with integer coefficients $Q(x)=(x+[\sqrt{N}])^{2}-N$, for small values of x compared to N , say $|\mathrm{x}|<\mathrm{T}$. How large should we choose
the parameter $T$ ? We must choose $T$ large enough to generate many quadratic residues to be able to find a subset of which, when multiplied, produces a square. Heuristics suggest we choose $T \approx[\sqrt[4]{N}]$, but this is only a very rough guide. The choice of $T$ depends of course on the size of the integer we need to factor and also on the computing machine we are using.

Note that with the choice of values of $x$ such that $|x|$ $<[\sqrt[4]{N}]$ we have $Q(x)=(x+[\sqrt{N}])^{2}-N=x^{2}+2 x[\sqrt{N}]+$ $[\sqrt{N}]^{2}-N \approx \mathrm{x}^{2}+2 \mathrm{x}[\sqrt{N}]=2 \mathrm{x} \sqrt{N}+O(\sqrt{N})$. That is, $\mathrm{Q}(\mathrm{x})$ grows essentially like a linear function of $x$ for values of $x$ in the range $-\sqrt[4]{N}<x<\sqrt[4]{N}$. The values of $Q(x)$ start around $\sqrt{N}$ and go up to around $2 N^{\frac{3}{4}}$. It should be noted that, while considerably smaller than $N$ itself, these values can be quite large. For example, if $N \approx 10^{100}$, the values of $Q(x)$ will be around $10^{50}$ to $10^{75}$. Many important improvements to the algorithm have been given to overcome this problem.

## Example:

To illustrate Step 1 , above, and the other steps of the quadratic sieve algorithm, we take $\mathrm{N}=5069$.
$[\sqrt{N}]=[\sqrt{5069}]=71$ and $\sqrt[4]{5069} \approx 9$. Thus, $Q(x)=(x+71)^{2}-$ 5069 with $|x| \leq 9$. The values of $Q(x)$ for values of $x$ in
the ranges $-9 \leq x \leq 9$ are given in table 4.1 .
Step 2:
In this step, we need to find some $Q(x)$ 's that factor completely over a set of small primes, called the factor base. The potential prime divisors of $Q(x)$ are exactly those primes for which $N$ is a quadratic residue, i.e., $p_{1}=$ 2 and the odd primes $p_{i}$, for which the Legendre symbol $\left(\frac{N}{p_{i}}\right)$ = 1. This follows from the following theorem (4.1). Table 4.1

| $x$ | -9 | -8 | -7 | -6 |
| :---: | :---: | :---: | :---: | :---: |
| $Q(x)$ | -1225 | -1100 | -973 | -844 |
| $x$ | -5 | -4 | -3 | -2 |
| $Q(x)$ | -713 | -580 | -445 | -308 |
| $Q$ | -1 | 0 | 1 | 2 |
| $x$ | -169 | -28 | 115 | 260 |
| $2(x)$ | 407 | 556 | 707 | 860 |
| $x$ | 7 | 8 | 5 | 6 |
| $(x)$ | 1015 | 1172 | 133 |  |

Theorem 4.1:
If $p$ is an odd prime, then $Q(x)=(x+[\sqrt{N}])^{2}-N \equiv 0$ $\left(\bmod p^{\alpha}\right)$ has a solution, in fact two, if and only if, $\left(\frac{N}{p}\right)=1$. If $p=2$ and $\alpha \geq 3$, then $Q(x) \equiv 0\left(\bmod 2^{\alpha}\right)$ has a solution, in fact four, if and only if, $N \equiv 1(\bmod 8)$. If $p$ $=2$ and $\alpha=2$, then $Q(x) \equiv 0(\bmod 4)$ has two solutions if $N$ $\equiv 1(\bmod 4)$ but no solution if $N=1(\bmod 4)$. Finally, if $p$ $=2$ and $\alpha=1$ then $Q(x) \equiv 0(\bmod 2)$ has one solution, namely $x \equiv 1(\bmod 2)$.

## Proof:

Let $\mathrm{x}+[\sqrt{N}]=\mathrm{z}$. To say in this case that $Q(x) \equiv 0$ $\left(\bmod p^{\alpha}\right)$ has a solution is equivalent to saying that $z^{2} \equiv N$ $\left(\bmod p^{\alpha}\right)$ has a solution.

First, assume $p$ is an odd prime. If $z^{2} \equiv N\left(\bmod p^{\alpha}\right)$, has a solution, then so does $z^{2} \equiv N(\bmod p)$. In fact, they have the same solution - whence $\left(\frac{N}{p}\right)=1$.

Conversely, assume that $\left(\frac{N}{p}\right)=1$. We show that $z^{2} \equiv \mathrm{~N}$ $\left(\bmod p^{\alpha}\right)$ has a solution by induction on $\alpha$. If $\alpha=1$, there is really nothing to prove because $\left(\frac{N}{p}\right)=1$ is just another way of saying that $z^{2} \equiv N(\bmod p)$ has a solution.

Assume that the result holds for $\alpha=k$ for some $k \geq 1$. Thus, $z^{2} \equiv N\left(\bmod p^{k}\right)$ has a solution say, $z_{0}$. Then $z_{0}^{2} \equiv N$ (mod $p^{k}$ ), or $z_{0}^{2}=N+b p^{k}$ for some integer $b$. Now, we need to show that $z^{2} \equiv N\left(\bmod \mathrm{p}^{\mathrm{k}+1}\right.$ ) has a solution. Consider the linear congruence equation $2 z_{0} y \equiv-b(\bmod p)$. This linear congruence has a unique solution since $\operatorname{gcd}\left(2 z_{0}, p\right)=1$. Let $y_{0}$ be this unique solution.

Claim: $\quad z_{1}=z_{0}+Y_{0} p^{k}$ is a solution to the congruence $z^{2} \equiv N$ $\left(\bmod \mathrm{p}^{\mathrm{k}+1}\right) \cdot\left(z_{0}+\mathrm{y}_{0} \mathrm{p}^{\mathrm{k}}\right)^{2}=z_{0}^{2}+2 z_{0} y_{0} p^{k}+y^{2} p^{2 k}=\left(\mathrm{N}+\mathrm{b} \mathrm{p}^{\mathrm{k}}\right)+$ $2 z_{0} y_{0} p^{k}+y_{0}^{2} p^{2 k}=N+\left(b+2 z_{0} y_{0}\right) p^{k}+y_{0}^{2} p^{2 k}$. However, $p \mid(b+$ $2 z_{0} Y_{0}$ ), from which it follows that $b+2 z_{0} Y_{0}=p d$ for some integer d. Thus, $z_{1}^{2}=N+d p^{k+1}+\left(y_{0}^{2} \mathrm{p}^{k-1}\right) \mathrm{p}^{\mathrm{k}+1} \equiv \mathrm{~N}\left(\bmod \mathrm{p}^{\mathrm{k}+1}\right)$, and the congruence $z^{2} \equiv N \quad\left(\bmod p^{\alpha}\right)$ for $\alpha=k+1$, and, by induction, for all positive integers $\alpha$.

Next, we shall assume that $p=2$.
If $\alpha=1$, then $z=1$ is a solution of $z^{2} \equiv N(\bmod 2)$, since N is an odd integer.

If $\alpha=2$ and $N \equiv 1(\bmod 4)$, then $N=4 k+1$ and the congruence $z^{2} \equiv N(\bmod 4)$ has two solutions mod 4, namely $z$ $=1$ and $z=3$. On the other hand, if $N \neq 1(\bmod 4)$, then $z^{2}$ $\equiv \mathrm{N}(\bmod 4)$ has no solution because the square of any odd integer is congruent to 1 modulo 4.

Next, we consider the case in which $\alpha \geq 3$.

Since the square of any odd integer is congruent to 1 modulo 8 , we see that for the congruence $z^{2} \equiv N\left(\bmod 2^{\alpha}\right)$ to have a solution it is necessary that N should be of the form $8 \mathrm{k}+$ 1. To go the other way, let us suppose that $N \equiv 1(\bmod 8)$ and proceed by induction on $\alpha$. When $\alpha=3$, the congruence $z^{2} \equiv \mathrm{~N}(\bmod 8)$ certainly has a solution. In fact, the integers $1,3,5$, and 7 satisfy $z^{2} \equiv 8 \mathrm{k}+1(\bmod 8)$. Assume that $\mathrm{z}^{2} \equiv \mathrm{~N}\left(\bmod 2^{\alpha}\right)$ has a solution for $\alpha=\mathrm{n}$ where $\mathrm{n} \geq 3$, and say that $z_{0}$ is a solution. Thus, $z_{0}^{2}=N+b 2^{n}$ for some integer $b$. Since $N$ is odd, so are the integers $z_{0}^{2}$ and $z_{0}$. Thus, the linear congruence $z_{0} y \equiv-b(\bmod 2)$, has a unique solution, say $y_{0}$.

Claim: $z_{1}=z_{0}+y_{0} 2^{n-1}$ satisfies the congruence $z^{2} \equiv N$ (mod $\left.2^{\mathrm{n}+1}\right) \cdot z_{1}^{2}=\left(z_{0}+y_{0} 2^{n-1}\right)^{2}=z_{0}^{2}+z_{0} y_{0} 2^{n}+y_{0}^{2} 2^{2 n-2}=N+(b$ $\left.+z_{0} y_{0}\right) 2^{n}+y_{0}^{2} 2^{2 n-2}$. But, $2 \mid\left(b+z_{0} Y_{0}\right)$ implies $b+z_{0} y_{0}=2 d$ for some integer $d$. Hence $z_{1}^{2}=\mathrm{N}+\mathrm{d} \cdot 2^{\mathrm{n}+1}+y_{0}^{2} \cdot 2^{\mathrm{n}-3}$. $2^{\mathrm{n}+1} \equiv \mathrm{~N}\left(\bmod 2^{\mathrm{n}+1}\right)$. Thus, $\mathrm{z}^{2} \equiv \mathrm{~N}\left(\bmod 2^{\mathrm{n}+1}\right)$ has a solution, and by induction, $\mathrm{z}^{2} \equiv \mathrm{~N}\left(\bmod 2^{\alpha}\right)$ has a solution for all $\alpha \geq 3$. This completes the proof.

It follows from Theorem 4.1, that the odd prime p for which $\left(\frac{N}{P}\right)=-1$ has no chance at all to divide any value
of $Q(x)$. Thus, we choose the factor base to be the integers $p_{0}=-1$ that is needed to hold the sign of $Q(x)$, the even prime $p_{1}=2$ and the $B-1$ smallest odd primes $p_{i}$ for which $\left(\frac{N}{p_{1}}\right)=1$, i.e., $\mathrm{FB}=\{-1,2\} \cup\left(\mathrm{p}_{\mathrm{i}} \left\lvert\,\left(\frac{N}{p_{i}}\right)=1\right., \mathrm{i}=2, \ldots, \mathrm{~B}-1\right\}$, where B is
a parameter to be chosen so that the number of the quadratic residues $Q(x)$, that factor completely into factors in the factor base, is large enough to be able to find some subset of the $Q(x)$ among which the prime factors have all occurred an even number of times. Heuristics suggest thay we choose $B=[\sqrt{\exp \sqrt{(\log N \log \log N}}]$. The primes in the factor base are roughly the random half of the first 2 B primes, since primes p with $\left(\frac{N}{p}\right)=1$ and those with $\left(\frac{N}{p}\right)=-1$ are roughly
equally distributed.
The question now arises as to which values of $Q(x)$ will factor completely over the factor base? One of the advantages the quadratic sieve method has over the continued fraction method is that we do not need to (painfully) factor all the $Q(x)$ 's we obtained in Step 1 over the factor base. In fact, most of them do not factor, so this would represent a waste of time. Here, since $Q(x)$ is a polynomial with integer coefficients, it so happens that if $p$ is a prime in the factor base and $p^{\alpha} \mid Q\left(x_{0}\right)$ for some $x_{0}$, then $p^{\alpha} \mid Q\left(x_{0} \pm h\right.$ $\left.\mathrm{p}^{\alpha}\right), \mathrm{h}=0,1,2, \ldots$ Let us state a more general theorem.

## Theorem 4.2:

Let $f(x)$ be a polynomial with integer coefficients and let $m$ be a positive integer such that $f\left(x_{0}\right) \equiv 0(\bmod m)$ for an integer $x_{0}$. Then, $f\left(x_{0}+k m\right) \equiv 0(\bmod m)$ for any integer k.

## Proof:

For any integer $k$ we have $x_{0}+k m \equiv x_{0}(\bmod m)$. Since $f(x)$ is a polynomial with integer coefficients, it follows from the properties of congruences that $f\left(x_{0}+k m\right) \equiv f\left(x_{0}\right)$ $(\bmod m)$. But, $f\left(x_{0}\right) \equiv 0(\bmod m)$ implies $f\left(x_{0}+k m\right) \equiv 0(\bmod$ m).

## Corollary:

If $p$ is a prime in the factor base, such that $p^{\alpha} \mid Q\left(x_{0}\right)$ for some integer $x_{0}$, then $p^{\alpha} \mid Q\left(x_{0}+h p^{\alpha}\right)$ for any integer $h$. Proof:
$\mathrm{p}^{\alpha} \mid Q\left(\mathrm{x}_{0}\right)$ is equivalent to $Q\left(\mathrm{x}_{0}\right) \equiv 0\left(\bmod \mathrm{p}^{\alpha}\right)$
Hence $Q\left(x_{0}+h p^{\alpha}\right) \equiv 0\left(\bmod p^{\alpha}\right)$ and thus $p^{\alpha} \mid Q\left(x_{0}+h p^{\alpha}\right)$.

It follows from this corollary that if one single value of $x$ can be located, for which $p^{\alpha} \mid Q(x)$ for a prime $p$ in the factor base, then other instances of this event can be found by a sieving procedure on $x$, similar to the sieve of Eratosthenes for locating multiples of $p^{\alpha}$ in an interval. This sieving procedure on $x$ will be discussed a little later. However, the justification for referring to this factoring method as the quadratic sieve method is now
apparent.
The next question we need to answer is the following: How can one find an integer $x$ (if it exists) such that $p^{\alpha} \mid Q(x)$ where $p$ is a prime in the factor base? In light of Theorem 4.1, to find an integer $x$ such that $p^{\alpha} \mid Q(x)$ we need only to solve the congruence $Q(x) \equiv 0\left(\bmod p^{\alpha}\right)$.

There are two cases to consider in solving this congruence:

Case I: $p$ is an odd prime:
If p is an odd prime and $\mathrm{p} X \mathrm{~N}$ and $\mathrm{x}_{0}$ is a solution to the congruence $Q(x) \equiv 0\left(\bmod p^{\alpha-1}\right)$, then a whole series of solutions can be found by putting $z=x_{0}+y p^{\alpha-1}$, yielding $Q(z)=Q\left(X_{0}+Y p^{\alpha-1}\right)=\left(X_{0}+Y p^{d-1}+[\sqrt{N}]\right)^{2}-N=\left(X_{0}+\right.$ $[\sqrt{N}])^{2}+2 y^{\alpha-1}\left(x_{0}+[\sqrt{N}]\right)-N$. Dividing by $p^{\alpha-1}$ we get $\frac{\left(x_{0}+[\sqrt{N}]\right)^{2}-N}{p^{\alpha-1}}+2 y\left(x_{0}+[\sqrt{M}] \equiv 0(\bmod p) . \quad\right.$ This is a linear
congruence in y , whose solution is unique, say $\mathrm{Y}_{0}$ and $\mathrm{z}=\mathrm{x}_{0}$ $+\mathrm{y}_{0} \mathrm{p}^{\alpha-1}$ is a solution to the congruence $\mathrm{Q}(\mathrm{x}) \equiv 0\left(\bmod \mathrm{p}^{\alpha}\right)$. Thus, the problem of solving the congruence $Q(x) \equiv 0$ (mod $\mathrm{p}^{a}$ ) is reduced to solving the congruence $\mathrm{Q}(\mathrm{x}) \equiv 0(\bmod \mathrm{p})$, which in turn can be solved by different methods. The first method of solving the congruence $Q(x) \equiv 0(\bmod p)$ is trial and error for values of $x$ in the set $\{0,1,2, \ldots, p-1\}$. The trial and error method of solving the congruence is appropriate here because the primes in the factor base are
relatively small. Moreover, once we find one solution $\mathrm{x}_{1}$, the second solution $x_{2} \equiv-\left(x_{1}+2[\sqrt{N}]\right)(\bmod p)$. A second method for solving the congruence $Q(x) \equiv 0(\bmod p)$, for primes of the form $p=4 k+3$ or $p=8 k+5$ is given in the following theorem.

Theorem 4.3:
For the congruence $Q(x) \equiv 0(\bmod p)$, where $p$ is an odd prime in the factor base:
(1) If $\mathrm{p}=4 \mathrm{k}+3$ then $\mathrm{x} \equiv N^{\frac{(p+1)}{4}} \equiv \mathrm{~N}^{\mathrm{k}+1}(\bmod \mathrm{p})$, is a
solution to the congruence.
(2) If $\mathrm{p}=8 \mathrm{k}+5$ and $\mathrm{N}^{2 \mathrm{k}+1} \equiv 1(\bmod \mathrm{p})$, then $\mathrm{x}=\mathrm{N}^{\mathrm{k}+1}(\bmod \mathrm{p})$ is a solution.
(3) If $p=8 \mathrm{k}+5$ and $\mathrm{N}^{2 \mathrm{k}+1} \equiv-1(\bmod p)$, then $\mathrm{x}=(4 \mathrm{~N})^{\mathrm{k}+1} \cdot\left(\frac{p+1}{2}\right)$
$(\bmod p)$ is a solution.
Proof:
Since $\left(\frac{N}{p}\right)=1$, by Euler's criterion $N^{\frac{(p-1)}{2}} \equiv 1(\bmod \mathrm{p})$.
(1) If $\mathrm{p}=4 \mathrm{k}+3$, then $\left(\mathrm{N}^{\mathrm{k}+1}\right)^{2}=\mathrm{N}^{2 \mathrm{k}+2}=\mathrm{N} \cdot \mathrm{N}^{2 \mathrm{k}+1}=\mathrm{N} \cdot N^{\frac{(\mathrm{p}-1)}{2}}$ $\equiv \mathrm{N}(\bmod \mathrm{p})$.
(2) If $\mathrm{p}=8 \mathrm{k}+5$, then $\mathrm{N}^{4 \mathrm{k}+2} \equiv 1(\bmod \mathrm{p}$, which implies that $N^{2 k+1} \equiv 1$ or $-1(\bmod p)$. Thus if $N^{2 k+1} \equiv 1(\bmod p)$, then
$\left(N^{k+1}\right)^{2}=N^{2 k+1} \cdot N=N^{\frac{(p-1)}{2}} \cdot N \equiv N(\bmod p)$.
(3) If $N^{2 k+1} \equiv-1(\bmod p)$, then $\frac{(4 N)^{2 k+2}}{4} \equiv 2^{4 k+2} \cdot N^{2 k+2} \equiv-1 \cdot(-N) \equiv N$
$(\bmod p)$.
This completes the proof.

A third method of solving the congruence $Q(x) \equiv 0$ (mod
p) is based on the following algorithm that was suggested by
D. H. Lehmer in 1969 [1].

Algorithm to solve the congruence $\mathrm{z}^{2} \equiv \mathrm{~N}(\bmod \mathrm{p}):$
Consider the congruence $z^{2} \equiv N(\bmod p)$, where $p$ is any odd prime in the factor base.

Choose an integer $h$ so that the Legendre symbol
$\left(\frac{h^{2}-4 N}{p}\right)=-1$. Define a sequence of integers $v_{1}, v_{2}, \ldots$ by
the recursion

$$
\begin{aligned}
& \mathrm{v}_{1}=\mathrm{h}_{1} \\
& \mathrm{v}_{2}=\mathrm{h}^{2}-2 \mathrm{~N} \\
& \cdot \\
& \cdot \\
& \mathrm{v}_{\mathrm{i}}=\mathrm{h} \cdot \mathrm{v}_{\mathrm{i}-1}-\mathrm{N} \cdot \mathrm{v}_{\mathrm{i}-2}
\end{aligned}
$$

We then have $v_{2 i}=v_{i}^{2}-2 N^{i}$, and $v_{2 i+1}=v_{i} \cdot v_{i}+1-h \cdot N^{i}$. Then, $z \equiv \frac{V(p+1)}{2} \cdot\left(\frac{p+1}{2}\right)(\bmod p)$ is a solution, and $x \equiv z-$
$[\sqrt{N}](\bmod p)$ is a solution to $Q(x) \equiv 0(\bmod p)$.

## Example:

To illustrate the above algorithm, consider the congruence $z^{2} \equiv 77(\bmod 13)$.

Let $\mathrm{h}=24$. Then, $\left(\frac{h^{2}-4 N}{p}\right)=\left(\frac{268}{13}\right)$. By the law of quadratic reciprocity, we have
$\left(\frac{268}{13}\right)=\left(\frac{8}{13}\right)=\left(\frac{2}{13}\right)=(-1)^{\frac{13^{2}-1}{8}}=(-1)^{21}=-1$.
$v_{1}=24$
$v_{2}=v_{1}^{2}-2 N=422$
$\mathrm{v}_{3}=\mathrm{v}_{1} \cdot \mathrm{v}_{2}-\mathrm{h} \cdot \mathrm{N}=8280$
$v_{4}=v_{2}^{2}-2 N^{2}=166226$
$\mathrm{v}_{5}=\mathrm{v}_{2} \cdot \mathrm{v}_{3}-\mathrm{h} \cdot \mathrm{N}^{2}=3351864$
$v_{6}=v_{3}^{2}-2 N^{3}=67645334$
$\mathrm{v}_{7}=\mathrm{v}_{3} \cdot \mathrm{v}_{4}-\mathrm{h} \cdot \mathrm{N}^{3}=1365394488$
Then $z \equiv v_{7} \cdot\left(\frac{p+1}{2}\right) \equiv 8(\bmod 13)$ is a solution.

## Case II:

The second case is solving the congruence $Q(x) \equiv 0$ (mod $2^{\alpha}$ ), for powers of the prime $p=2$.

Solutions of the congruence are given in Theorem 4.1
and its proof. The existence of solutions and the number of
solutions depends on $\alpha$ and the residue class of $N \bmod 8$. The number N to be factored is odd, and hence it is congruent modulo 8 to $1,3,5$, or 7 . Let us consider these cases.
(1) If $N \equiv 3$ or $7(\bmod 8)$, the $Q(x) \equiv 0\left(\bmod 2^{\alpha}\right)$ has a solution if $\alpha=1$ but it has no solution for any $\alpha \geq 2$.

We have shown that $\mathrm{x} \equiv 1-[\sqrt{N}](\bmod 2)$ is a solution. Now we are going to show if $\alpha \geq 2$, then $Q(x) \equiv 0\left(\bmod 2^{\alpha}\right)$ has no solution. We have $N=8 k+3$ or $N=8 K+7$ for some integer $k$. In order for the congruence, $Q(x)=(x+[\sqrt{N}])^{2}$ $-N \equiv 0\left(\bmod 2^{\alpha}\right)$ to have a solution, it is necessary that $x$ $+[\sqrt{N}\}$ is odd, say $x+[\sqrt{N}]=2 m+1$. Thus, $(2 m+1)^{2}-$ $(8 k+3)=4 m^{2}+4 m+1-8 k-3=4 m^{2}+4 m-8 k-2=2\left(2 m^{2}+2 m-4 k-1\right) \neq 0\left(\bmod 2^{\alpha}\right)$ if $\alpha \geq 2$. Similarly $(2 m+1)^{2}-(8 k+7)=4 m^{2}+4 m+1-$ $8 k-7=2\left(2 m^{2}+2 m-8 k-3\right) \geqslant 0\left(\bmod 2^{\alpha}\right)$ if $\alpha \geq 2$. (2) If $N \equiv 5(\bmod 8)$ then $Q(x) \equiv 0\left(\bmod 2^{\alpha}\right)$ has two solutions if $\alpha=2$ and $N \equiv 1(\bmod 4)$, but has no solutions for any $\alpha \geq 3$.

In Theorem 4.1 we have shown that $x \equiv 1-[\sqrt{N}](\bmod 4)$
and $x \equiv 3-[\sqrt{N}](\bmod 4)$ have solutions if $N \equiv 1(\bmod 4)$. Now, assume that $\alpha \geq 3$, and $N=8 k+5$. In order for ( $x$ $+[\sqrt{N}])^{2}-N \equiv 0\left(\bmod 2^{\alpha}\right)$ to have a solution it is necessary that $\mathrm{x}+[\sqrt{N}]$ is odd, say $\mathrm{x}+[\sqrt{N}]=2 \mathrm{~m}+1$. Then $(2 m+1)^{2}-(8 k+5)=4 m^{2}+4 m+1-8 k-5$
$=4\left(m^{2}+m-2 k-1\right) \cdot 0\left(\bmod 2^{\alpha}\right)$ if $\alpha \geq 3$.
(3) If $N \equiv 1(\bmod 8)$, the congruence $Q(x) \equiv 0\left(\bmod 2^{\alpha}\right)$, has four solutions for any $\alpha \geq 3$.

Thus, if $N \equiv 1(\bmod 8)$ then $Q(x) \equiv 0\left(\bmod 2^{\alpha}\right)$ has a solution for every positive integer $\alpha$. This in turn increases the odds that $Q(x)$ 's will factor completely. Therefore, we would clearly like to make the number N we want to factor congruent to 1 mod 8.

If the number $N$ we need to factor is not congruent to 1 modulo 8 , then upon multiplying $N$ by a appropriate factor we get a number that is congruent to 1 modulo 8 . If $N \equiv 3$ (mod 8), we multiply both sides by 3 to obtain $3 N \equiv 9 \equiv 1(\bmod 8)$. If $N \equiv 5$ (mod 8) we multiply both sides by 5 to obtain $5 \mathrm{~N} \equiv$ $25 \equiv 1$ mod 8 . Finally if $N \equiv 7$ (mod 8) we multiply by 7 to obtain $7 \mathrm{~N} \equiv 49 \equiv 1(\bmod 8)$. Thus to factor an integer N that is not congruent 1 modulo 8 , we first multiply $N$ by an appropriate integer $k$ so that $k N \equiv 1(\bmod 8)$ and then apply the quadratic sieve algorithm to factor kN .

## Example:

This example is a continuation of factoring $N=5069$ by the quadratic sieve algorithm. In Step 1 we generated values of $Q(x)$ for $-9 \leq x \leq 9$. Now, we shall proceed to apply step 2.

We select a factor base $F B=\left\{-1,2, p_{2}, \ldots p_{B}\right\}$ where
$p_{2}, \ldots, p_{B}$ are the first $B-1$ odd primes such that $\left(\frac{5069}{p_{i}}\right)$
$=1$ and $B=[\sqrt{\exp \sqrt{\log 5069 \log \log 5069}}]=4$. The first 4 odd such primes are $5,7,11$, and 13 .

Hence, the factor base is $F B=\{-1,2,5,7,11,13\}$. Next we need to solve the congruences $Q(x) \equiv 0\left(\bmod p_{i}\right)$ for each prime in the factor base.

For $p_{1}=2$ :

$$
\text { Since } 5069 \equiv 5(\bmod 8) \text { and } 5069 \equiv 1(\bmod 4) \text {, the }
$$

congruence $Q(x)=(x+[\sqrt{5069}])^{2}-5069 \equiv 0\left(\bmod 2^{\alpha}\right)$ has two solutions if $\alpha=2$. The solutions are:
$A_{1} \equiv 1-[\sqrt{5069}] \equiv 1-71 \equiv 0(\bmod 2)$ and
$\mathrm{B}_{1} \equiv 3-[\sqrt{5069}] \equiv 3-71 \equiv 0(\bmod 2)$.
Thus, $2^{2} \mid Q(0+2 h)$ for any integer $h$ and $2^{\alpha} \gamma Q(x)$ for any integer x .

For $p_{2}=5$, the congruence $Q(x)=(x+71)^{2}-5069(\bmod 5)$ has two solutions
$A_{2} \equiv 1(\bmod 5)$ and $B_{2}=-(1+2[\sqrt{5069}]) \equiv-3 \equiv 2(\bmod 5)$.
Thus, $5 \mid Q(1+5 h)$ and $5 \mid Q(2+5 h)$ for every integer $h$. For $\mathrm{p}_{3}=7$, the solutions are $A_{3} \equiv 5(\bmod 7)$ and $B_{3} \equiv-(5+2$ - 71) $\equiv 0(\bmod 7)$. Thus, $7 \mid Q(5+7 h)$ and $7 \mid Q(0+7 h)$ for every integer $h$.

For $p_{4}=11$, the solutions are $A_{4} \equiv 3(\bmod 11)$ and $B_{3} \equiv-(3+$ $2 \cdot 71) \equiv-2(\bmod 11)$. Thus, $11 \mid Q(3+11 \mathrm{~h})$ and $11 \mid Q(-2+$ 11h) for every integer $h$.

For $p_{5}=13$, the solutions are $A_{5}=2(\bmod 13)$ and $B_{5} \equiv-(2+$
$2 \cdot 71) \equiv-1(\bmod 13)$. Thus, $13 \mid Q(2+13 h)$ and $13 \mid Q(-1+$ 13h) for every integer $h$.

The table below shows the values of $Q(x)$ for $-9 \leq x \leq 9$, the prime factors we obtained above and the residual values of $Q(x)$ after they are divided by primes.

Table 4.2

| x | Q ( X ) | Prime Factors from FB | Residuals |
| :---: | :---: | :---: | :---: |
| -9 | -1225 | $5 \& 7$ | 335 |
| -8 | -110 | $2^{2} \& 5 \& 11$ | 5 |
| -7 | -973 | 7 | 139 |
| -6 | -844 | $2^{2}$ | 211 |
| -5 | -713 | - | 713 |
| -4 | -580 | $2^{2} \& 5$ | 29 |
| -3 | -445 | 5 | 89 |
| -2 | -308 | $2^{2} \& 7 \& 11$ | 1 |
| -1 | -169 | 13 | 13 |
| 0 | -28 | $2^{2} \& 7$ | 1 |
| 1 | 115 | 5 | 23 |
| 2 | 260 | $2^{2} \& 5 \& 13$ | 1 |
| 3 | 407 | 11 | 37 |


| 4 | 556 | $2^{2}$ | 139 |
| :---: | :---: | :---: | :---: |
| 5 | 707 | 7 | 101 |
| 6 | 860 | $2^{2} \& 5$ | 43 |
| 7 | 1015 | $5 \& 7$ | 29 |
| 8 | 1172 | 11 | 293 |
| 9 | 1331 | $2^{2}$ | 121 |

Note that we solved the congruence $Q(x) \equiv 0\left(\bmod p_{i}^{\alpha}\right)$
where $p_{i}$ is an odd prime in the factor base only for $\alpha=1$. To find solutions (if they exist) for $\alpha>1$, we either apply the technique outlined in case I above, or simply check whether $p_{i}$ divides the new $Q(x)$ 's value. If it does, we divide it out and repeat the process until $p_{i}$ does not divide the $Q(x)$.

In the table below, we have the complete factorizations of the $Q(x)$ 's over the primes in the factor base.

Table 4.3

| $x$ | $Q(x)$ | Prime Factors <br> from FB | Residuals | Factoriza- <br> tion of $Q(x)$ <br> over FB |
| :---: | :---: | :---: | :---: | :---: |
| -9 | -1225 | $5 \& 7$ | 335 | $-1 \cdot 5^{2} \cdot 7^{2}$ |
| -8 | -1100 | $2^{2} \& 5 \& 11$ | 5 | $-1 \cdot 2^{2} \cdot 5^{2} \cdot 11$ |


| -7 | -973 | 7 | 139 | 7•139 |
| :---: | :---: | :---: | :---: | :---: |
| -6 | -844 | $2^{2}$ | 211 | $2^{2} \cdot 211$ |
| -5 | -713 | - | 713 | 713 |
| -4 | -580 | $2^{2} \& 5$ | 29 | $23 \cdot 5 \cdot 29$ |
| -3 | -445 | 5 | 89 | 5•89 |
| -2 | -308 | $2^{2} \& 7 \& 11$ | 1 | $-1 \cdot 2^{2} \cdot 7 \cdot 11$ |
| -1 | -169 | 13 | 13 | $-1 \cdot 13^{2}$ |
| 0 | -28 | $2^{2} \& 7$ | 1 | $-1 \cdot 2^{2} \cdot 7$ |
| 1 | 115 | 5 | 23 | $5 \cdot 23$ |
| 2 | 260 | $2^{2} \& 5 \& 13$ | 1 | $2^{2} \cdot 5 \cdot 13$ |
| 3 | 407 | 11 | 37 | $11 \cdot 37$ |
| 4 | 556 | $2^{2}$ | 139 | $2^{2} \cdot 139$ |
| 5 | 707 | 7 | 101 | 7•101 |
| 6 | 860 | $2^{2} \& 5$ | 43 | $2^{2} \cdot 5 \cdot 43$ |
| 7 | 1015 | $5 \& 7$ | 29 | $5 \cdot 7 \cdot 29$ |
| 8 | 1172 | $2^{2}$ | 293 | $2^{2} \cdot 293$ |
| 9 | 1331 | 11 | 121 | $11^{3}$ |

## Step 3:

We now come to the last and most important step in the
quadratic sieve algorithm, namely, finding the $Q(x)$ 's that factor completely over the factor base. This can be accomplished with a very simple sieve procedure. First, we describe the sieve procedure for the odd primes in the factor base. For each odd prime $p_{i}$ in the factor base, let $A_{i}$ and $B_{i}$ be the solutions of the congruence $Q(x) \equiv 0$ (mod $p_{i}$ ) that corresponds to this prime. For each $x$ in the sieving interval $[-T, T]$, we compute very crudely $\log _{2}|Q(x)|$ and store these in an array indexed by $x$. Then, for each of our primes $p_{i}$, we subtract $\log _{2} p_{i}$ from the number in location $x$ in the array if and only if, $x \equiv A_{i}$ or $B_{i}\left(\bmod p_{i}\right)$.

Second, we describe the sieve procedure for the prime $p$ =2. You will recall that the solutions of the congruence $Q(x) \equiv 0\left(\bmod 2^{\alpha}\right)$, depend on the $\alpha$ and the residue class of N modulo 8. Thus, the indices for sieving with powers of 2 must be chosen in a somewhat different fashion depending on the residue class of N mod 8. Following a suggestion of Carl Pomerance, those sieving parameters are assigned as follows.

1. If $N \equiv 3$ or $7(\bmod 8)$, the congruence has one solution $A_{1} \equiv(\bmod 2)$. Thus, we subtract $\log _{2} 2=1$ from the number in location $x$ in the array if and only if, $x \equiv$ $A_{1}(\bmod 2)$.
2. If $N \equiv 5(\bmod 8)$ and $N \equiv 1(\bmod 4)$, the congruence has two solutions $A_{1}$ and $B_{1}$. Thus, we subtract $\log _{2} 2^{2}=2$ from the number in location $x$ in the array if and only

$$
\text { if, } x \equiv A_{1}(\bmod 4) \text { or } x \equiv B_{1}(\bmod 4)
$$

3. If $N \equiv 1(\bmod 8)$, the congruence has four solutions $A_{1}$, $A_{2}, B_{1}$, and $B_{2}$. Thus, we subtract $\log _{2} 2^{3}=3$ from the number in location $x$ in the array if and only if $x \equiv$ $A_{1}, A_{2}, B_{1}$, or $B_{2}(\bmod 8)$.

When all the values $\log _{2} p_{i}$ have been subtracted for all the primes (or for higher prime powers) in the factor base, $\mathrm{a}(\mathrm{x})$ will factor completely on our factor base at those locations in the array that have a value close to zero. If the logs are exact, it would be exactly zero. To see this, assume that $Q\left(x_{0}\right)$ factors completely over the
factor base. Then, $Q\left(x_{0}\right)={\underset{i=1}{B}}_{\prod_{i}}^{\alpha_{i}}, \alpha_{i} \geq 0$. Taking $\log _{2}$ of
both sides to obtain
$\log _{2}\left|Q\left(x_{0}\right)\right|=\log _{2}\left(\underset{i=1}{B} P_{i}^{\alpha_{i}}\right)=\sum_{i=1}^{B} \log _{2} p_{i}^{\alpha_{i}}=\alpha_{i} \sum_{i=1}^{B} \log _{2} p_{i} . \quad$ Thus
$\log _{2}\left|Q\left(x_{0}\right)\right|-\alpha_{i} \sum_{i=1}^{B} \log _{2} p_{i}=0$.

Those $Q(x)$ 's which after the sieving is completed have their corresponding entries close to zero will be few enough that we can run trial division on them to see exactly which ones factor completely over the factor base.

Example:

$$
\text { Apply the sieving procedure to factor } \mathrm{N}=5069 .
$$

The initial array of the values of $\log _{2}|Q(x)|$ is given in column two in the table below. The other columns in the table give the result of the sieving procedure.

Table 4.4

|  | $\mathrm{R}_{0}$ | R1 | $\mathrm{R}_{2}$ | $\mathrm{R}_{3}$ | $\mathrm{R}_{4}$ | $\mathrm{R}_{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| x | $\log _{2}\|Q(x)\|$ | $\mathrm{p}=2$ | $p=5$ | $\mathrm{p}=7$ | $\mathrm{p}=11$ | $p=13$ |
| -9 | 10.2 | 10.2 | 5.6 | 0 | 0 | 0 |
| -8 | 10.0 | 8.0 | 3.4 | 3.4 | 0 | 0 |
| -7 | 9.9 | 9.9 | 9.9 | 7.1 | 7.1 | 7.1 |
| -6 | 9.7 | 7.7 | 7.7 | 7.7 | 7.7 | 7.7 |
| -5 | 9.4 | 9.4 | 9.4 | 9.4 | 9.4 | 9.4 |
| -4 | 9.1 | 7.1 | 4.8 | 4.8 | 4.8 | 4.8 |
| -3 | 8.7 | 8.7 | 6.4 | 6.4 | 6.4 | 6.4 |
| -2 | 8.2 | 6.2 | 6.2 | 3.4 | 0 | 0 |
| -1 | 7.4 | 7.4 | 7.4 | 7.4 | 7.4 | 7.4 |
| 0 | 4.8 | 2.8 | 2.8 | 0 | 0 | 0 |
| 1 | 6.8 | 6.8 | 4.5 | 4.5 | 4.5 | 4.5 |
| 2 | 7.9 | 5.9 | 3.6 | 3.6 | 3.6 | -0.1 |
| 3 | 8.6 | 8.6 | 8.6 | 8.6 | 5.2 | 5.2 |


| 4 | 9.1 | 7.1 | 7.1 | 7.1 | 7.1 | 7.1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | 9.4 | 9.4 | 9.4 | 6.6 | 6.6 | 6.6 |
| 6 | 9.7 | 7.7 | 5.4 | 5.4 | 5.4 | 5.4 |
| 7 | 9.9 | 9.9 | 7.6 | 4.8 | 4.8 | 4.8 |
| 8 | 10.1 | 8.1 | 8.1 | 8 | 8 | 8 |
| 9 | 10.3 | 10.3 | 10.3 | 10.3 | 10.3 | -0.8 |

From the last column in the table the locations in the array with values close to zero correspond to the following values of $x:-9,-8,-2,-1,0,2$, and 9 . Thus the $Q(x)$ 's that factor completely over the factor base are:
$Q_{1}(-9)=-1 \cdot 5^{2} \cdot 7^{2}$
$Q_{2}(-8)=-1 \cdot 2^{2} \cdot 5^{2} \cdot 11$
$Q_{3}(-2)=-1 \cdot 2^{2} \cdot 7 \cdot 11$
$Q_{4}(-1)=-1 \cdot 13^{2}$
$Q_{5}(0)=-1 \cdot 2^{2} \cdot 7$
$Q_{6}(2)=2^{2} \cdot 5 \cdot 13$
$Q_{7}(9)=11^{3}$
We now find a subset of the $Q(x)$ 's which factored completely over the factor base whose product is a perfect square. For each address $x_{i}$ at which $Q\left(X_{i}\right)$ factored completely over the factor base, we have $Q\left(x_{i}\right)=\prod_{j=0}^{B} p_{j}^{\alpha_{j f}}$ where $\alpha_{i j} \geq 0$. We
associate with each $Q\left(X_{i}\right)$ a vector $\varepsilon_{i} \in Z_{2}^{B+1}$, given by
$\varepsilon_{i}=\left(\alpha_{i j}\right)$, where $\alpha_{i j}=\left\{\begin{array}{ll}1 \text { if } \alpha_{i j} \text { is odd } \\ 0 \text { if } \alpha_{i j} \text { is even }\end{array}\right.$.

We now use the Gaussian elimination method on the matrix whose ith row is $\varepsilon_{i}$ to find a subset $E$ of the $\varepsilon_{i}$ 's such that their sum is the zero vector. Once such a subset E is found, the integers $\mathrm{X} \equiv \underset{E}{\Pi}(\mathrm{x}+[\sqrt{N}])(\bmod \mathrm{N})$ and
$y^{2} \equiv \prod_{E} Q(x)(\bmod N)$, satisfy the square congruence $X^{2} \equiv y^{2}$
 the previous example. The result of the Gaussian elimination method is given in the table below.

Table 4.5

| n | -1 | 2 | 5 | 7 | 11 | 13 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 0 | 0 | 0 | 0 | 0 |
| 2 | 1 | 0 | 0 | 0 | 1 | 0 |
| 3 | 1 | 0 | 0 | 1 | 1 | 0 |
| 4 | 1 | 0 | 0 | 0 | 0 | 0 |
| 5 | 1 | 0 | 0 | 1 | 0 | 0 |
| 7 | 0 | 0 | 1 | 0 | 0 | 1 |
| 1 | 0 | 0 | 0 | 0 | 1 | 0 |
| $1+2$ | 0 | 0 | 0 | 0 | 1 | 0 |
| 7 | 0 | 0 | 0 | 0 | 0 |  |
| 1 | 1 | 0 | 0 | 0 | 0 | 0 |


| $1+1+2+3$ | 0 | 0 | 0 | 1 | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $1+4$ | 0 | 0 | 0 | 0 | 0 | 0 |
| $1+1+1+2+3+5$ | 0 | 0 | 0 | 0 | 0 | 0 |
| 6 | 0 | 0 | 1 | 0 | 0 | 0 |
| $1+2+7$ | 0 | 0 | 0 | 0 | 0 | 0 |

We have three solutions to the square congruence $x^{2} \equiv y^{2}$ $(\bmod 5069)$, namely $X_{1}=(-9+71)(-1+71) \equiv 4340(\bmod$ 5069)
$y_{1}^{2}=Q_{1}(-9) \cdot Q_{4}(-1)=4265(\bmod 5069)$
$\mathrm{X}_{2}=(-9+71)^{3}(-8+71)(-2+71)(0+71) \equiv 2070(\bmod$ 5069)
$y_{2}^{2}=\left(Q_{1}(-9)\right)^{3}\left(Q_{2}(-8)\right) Q_{3}(-2) Q_{5}(0) \equiv 1595(\bmod 5069)$
$\mathrm{X}=(-9+71)(-8+71)(9+71) \equiv 3271(\bmod 5069)$
$y_{3}^{2}=Q_{1}(-9) \cdot Q_{2}(-8) \cdot Q_{7}(9) \equiv 3851(\bmod 5069)$

## Step 4:

For the integers $X$ and $Y$ with $X^{2} \equiv Y^{2}(\bmod N)$ and $X \pm \pm y$ $(\bmod N)$ we compute $g \subset d(X-Y), N)$ and $g c d(X+Y, N)$ by the Euclidian algorithm

In the example above the solutions to the square congruence $X^{2} \equiv y^{2}(\bmod 5069)$ are $X_{1}=4340, Y_{1}=455$; $X_{2}=2070, y_{2}=2481$
$X_{3}=3271, Y_{3}=1798$ (trivial solution). Then

$$
\begin{aligned}
& \operatorname{gcd}\left(x_{1}-y_{1}, N\right)=\operatorname{gcd}(3885,5069)=37 \\
& \operatorname{gcd}\left(x_{1}+y_{1}, N\right)=\operatorname{gcd}(4795,5069)=137, \\
& \operatorname{gcd}\left(x_{2}-y_{2}, N\right)=\operatorname{gcd}(411,5069)=137, \\
& \operatorname{gcd}\left(x_{2}+y_{2}, N\right)=\operatorname{gcd}(4551,5069)=37,
\end{aligned}
$$

The above calculations lead to the factorization of $N=5069$ $=37$ - 137 .

## Example:

Use the quadratic sieve algorithm to factor $N=247$.
Step 1 Finding the Factor Base:
In this step, we start by placing $a$ bound $B$ on the factor base using the heuristic suggestion.

$$
B=[\sqrt{\exp \sqrt{\ln 247 \ln \ln 247}}]=4
$$

This means that our factor base consists of $\left\{-1,2, p_{2}, p_{3}\right.$, $p_{4}$. Next, we evaluate the Legendre symbol to find the primes $\mathrm{p}_{2}, \mathrm{p}_{3}$, and $\mathrm{p}_{4}$.
$\left(\frac{247}{3}\right)=+1$ since $247 \equiv 1(\bmod 3)$
$\left(\frac{247}{5}\right)=-1$ since $(247)^{2} \neq 1(\bmod 5)$
$\left(\frac{247}{7}\right)=+1$ since $(247)^{3} \equiv 1(\bmod 7)$
$\left(\frac{247}{11}\right)=+1$ since $(247)^{5} \equiv 1(\bmod 11)$

Thus, the factor base $=\{-1,2,3,7,11\}$.

Step 2 Solving the congruence $Q(x) \equiv 0(\bmod p)$ for each $p$ in the factor base.

We start by finding $Q(x)$ 's taking the values of $x$ from the interval $[-T, T]$ where $T=[\sqrt[4]{N}]$. Thus, $T=[\sqrt[4]{247}]=$ 3. Therefore, the sieving interval is [-3, 3]. The table below shows the results.

Table 4.6

| $x$ | 1 | 2 | 3 | $x$ | 0 | -1 | -2 | -3 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x+[\sqrt{N}]$ | 16 | 17 | 18 | $x+[\sqrt{N}]$ | 15 | 14 | 13 | 12 |
| $Q(x)$ | 9 | 42 | 77 | $Q(x)$ | -22 | -51 | -78 | -103 |

The solutions for the congruence $Q(x) \equiv 0(\bmod p)$, where $\mathrm{p} \in \mathrm{FB}$, are the following:
a) $\quad A_{1}=0$, since $247 \equiv 7(\bmod 8)$. Thus, $2 \mid Q(0 \pm 2 h)$ and 2 divides $Q(0), Q(2)$ and $Q(-2)$.
b) $\quad A_{2}=1, B_{2}=-(1+2 \cdot 15)=-31 \equiv-1(\bmod 3)$. Thus, $3 \mid Q(1 \pm 3 h)$ and $3 \mid Q(-1 \pm 3 h)$. Therefore, 3 divides $Q(1)$, $Q(-2), Q(-1)$ and $Q(2)$.
c) $\mathrm{A}_{3}=2, \mathrm{~B}_{3}=-(2+2 \cdot 15)=-32 \equiv-4(\bmod 7)$. Thus, $7 \mid Q(2 \pm 7 h)$ and $7 \mid(Q(-4 \pm 7 h)$. Therefore, 7 divides $Q(2)$, and $Q(3)$.

6d) $\mathrm{A}_{4}=0, \mathrm{~B}_{4}=(0+2 \cdot 15)=-30 \equiv-8(\bmod 11) \equiv 3(\bmod$
11). Thus, $11 \mid Q(0 \pm 11 \mathrm{~h})$ and $11 \mid Q(3 \pm 11 \mathrm{~h})$. Therefore, 11 divides $Q(0)$, and $Q(3)$. The table below shows these
results.
Table 4.7

| $x$ | $x+[\sqrt{N}]$ | $Q(x)$ | Factors from base | Residual |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 16 | 9 | $3 \cdot 3$ |  |
| 2 | 17 | 42 | $2 \cdot 3 \cdot 7$ |  |
| 3 | 18 | 77 | $7 \cdot 11$ | 17 |
| 0 | 15 | -22 | $-1 \cdot 2 \cdot 11$ | 13 |
| -1 | 14 | -51 | $-1 \cdot 3$ | 103 |
| -2 | 13 | -78 | -103 | -1 |
| -3 | 12 |  |  |  |

Step 3 Sieving process:
We start sieving over the interval $[-3,3]$. We compute $\log _{2} Q(x)$ and store these numbers at locations indexed by $x$. Then successively, we subtract from these numbers $\log _{2} p$ if $\mathrm{p} \mid Q(\mathrm{x})$. At the end of this process, we consider $Q(x)$ if the residual number at its location is close to or equal to zero. The table below shows the results.

Table 4.8

|  | $\log _{2} Q(x)$ | $\log _{2} 2^{\alpha}$ | $\log _{2} 3^{\alpha}$ | $\log _{2} 7^{\alpha}$ | $\log _{2} 1^{\alpha} l^{\alpha}$ | $\log _{2} Q(x)-$ <br> $\log _{2} P_{1}^{\alpha}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $Q(1)$ | 3.1680 |  | $2(1.5840)$ |  |  | 0 |
| $Q(2)$ | 5.3891 | 0.9994 | 1.5840 | 2.8057 |  | 0 |
| $Q(3)$ | 6.2631 |  |  | 2.8057 | 3.4574 | 0 |
| $Q(0)$ | 4.4568 | 0.9994 |  |  | 3.4574 | 0 |
| $Q(-1)$ | 5.6691 |  | 1.5840 |  |  | 4.0851 |
| $Q(-2)$ | 6.2817 | 0.9994 | 1.5840 |  |  | 3.6983 |
| $Q(-3)$ | 6.6826 |  |  |  |  | 6.6826 |

Step 4 Solving for dependencies:
We associate the vectors $\epsilon_{1}, \epsilon_{2}, \epsilon_{3}$ and $\epsilon_{4}$ for
$Q(1), Q(2), Q(3)$ and $Q(0)$ respectively.
$\epsilon_{1}=(0,0,0,0,0)$.
$\epsilon_{2}=(0,1,1,1,0)$.
$\epsilon_{3}=(0,0,0,1,1)$.
$\epsilon_{4}=(1,1,0,0,1)$.
Next, we form the binary matrix corresponding to these vectors,

| $\epsilon_{1}$ | 0 | 0 | 0 | 0 | 0 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $\epsilon_{2}$ | 0 | 1 | 1 | 1 | 0 |
| $\epsilon_{3}$ | 0 | 0 | 0 | 1 | 1 |
| $\epsilon_{4}$ | 1 | 1 | 0 | 0 | 1 |

We apply the Gaussian elimination method on the above matrix to find linear dependencies. The reduced matrix will be as follows:

| $\epsilon_{1}$ | 0 | 0 | 0 | 0 | 0 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $\epsilon_{2}$ | 0 | 1 | 1 | 1 | 0 |
| $\epsilon_{3}$ | 0 | 0 | 0 | 1 | 1 |
| $\epsilon_{4}$ | 1 | 1 | 0 | 0 | 1 |

Therefore $\left\{\epsilon_{1}\right\}$ is the only set of dependency and hence forms a square set.

Let $Q(1)=y^{2} \Rightarrow y^{2}=3^{2}$
Let $\mathrm{x}=16$.
Then, we form the congruence $x^{2} \equiv y^{2}(\bmod N)$
$16^{2} \equiv 3^{2}(\bmod 247)$. Since $16 \pm \pm(\bmod 47)$, this congruence has nontrivial solutions.

## Step 5:

We calculate $\operatorname{gcd}(\mathrm{x}-\mathrm{y}, \mathrm{N})$ or $\operatorname{gcd}(\mathrm{x}+\mathrm{y}, \mathrm{N})$ by Euclidean algorithm. Therefore, $\operatorname{gcd}(16-3,247)=13$ and
$\operatorname{gcd}(16+3,247)=19$
and these are the factors of 247.
4.4 The Multiple Polynomial Quadratic Sieve:

The quadratic sieve just explained in section 4.3 is called the basic quadratic sieve algorithm. Many modifications have been suggested to improve its performance. Among these are the large prime variations (see section 3.3). But, by far the most important improvement was given by Peter Montgomery. In this section, we give a brief discussion of Montgomery's work.

One drawback of the basic quadratic algorithm just described is that as $|x|$ moves away from 0 , the values of the polynomial $Q(x)$ grow and become less likely to factor completely over the factor base. This problem can be overcome by using other polynomials and sieving each one over a shorter interval. This variation of the quadratic sieve is called the multiple polynomial quadratic sieve.

Now, we will describe a family of polynomials that can be used in place of $Q(x)$. Consider the polynomial
$f(x)=a x^{2}+2 b x+c$, when $a, b$, and $c$ are integers with $a>0$, such that $N \mid\left(b^{2}-a c\right)$. This gives congruences just as nicely as before, since
$a f(x)=(a x+b)^{2}-\left(b^{2}-a c\right) . \equiv(a x+b)^{2}(\bmod N)$, so that $a f(x)$ is a quadratic residue modulo $N$. The requirement that $|f(x)|$ be small for values of $x$ in the sieving interval [-T, T] led Montgomery to choose $\mathrm{a} \approx$ $\frac{\sqrt{2 N}}{T}$, where a is a prime with $\left(\frac{N}{a}\right)=1$. After an
integer $a$ is chosen, we choose an integer $b$ satisfying $b^{2} \equiv N(\bmod a), 0 \leq b<a$. Finally, $c$ is chosen so that $c=\frac{b^{2}-N}{a}$. Since there are many primes a near
$\frac{\sqrt{2 N}}{T}$ with $\left(\frac{N}{a}\right)=1$, we can construct many good
polynomials.
As in the basic quadratic sieve algorithm, we compute for each prime power $p^{\alpha}$ in the factor base the solutions of the congruences $f(x) \equiv 0\left(\bmod p^{\alpha}\right)$, with which we will initialize an array and apply the sieving procedure.

The multiple polynomial quadratic sieve described above has a number of nice features. For example, the upper bound on the value of $f(x)$ is less than the bound on $Q(x)$, so that we have a better chance of factoring
our numbers. We can use a much shorter sieving interval. If we do not get enough completely factored $f(x)$ 's then we generate a new polynomial and sieve again over our shortened interval. Keeping the interval short increases the chances that a given $f(x)$ will factor. One of the nicest features is that the sieving parallelizes perfectly. With $K$ processors, one can assign a different polynomial to each processor and the algorithm runs K times as fast.

## Chapter 5

## The Number Field sieve

In this chapter, we present the most recent and potentially the most powerful known factoring method, the number field sieve. Section 5.1 gives the necessary background on number fields needed for the development of the number field sieve algorithm. Sections 5.2 and 5.3 describe the algorithm. In section 5.4 a special case of the algorithm employed in factoring numbers of the form $N=$ $r^{e}-s$, where $r$ and $|s| a r e ~ s m a l l$ positive integers, $r>1$, and $e$ is large, is presented.

### 5.1 Algebraic Number Fields:

Let $Q$ be the field of rational numbers. The set of polynomials in one indeterminate and rational coefficients with the usual addition and multiplication of polynomials forms a commutative ring with identity denoted by $Q[x]$. If $f(x)=a_{0}+a_{1} x+\ldots+a_{n} x^{n} \in Q[x]$ and $a_{n} \neq 0$, then $n$ is called the degree of $f(x)$.

Definition:
A polynomial $f(x) \in Q[x]$ is called irreducible over $Q$ if no polynomials $g(x)$ and $h(x)$, both with positive degree, exist in $Q[x]$ satisfying $f(x)=g(x) h(x)$.

Definition:
A polynomial $f(x)=a_{0}+a_{1} x+\ldots+a_{n} x^{n} \epsilon Q[x]$ is called monic if the leading coefficient $a_{n}=1$. Definition:

Let $\alpha \in$ C. Then, $\alpha$ is called an algebraic number if there exists $f(x) \in Q[x]$, such that $f(\alpha)=0$. If $f(x) \epsilon$ $Z[x]$ and $f(\alpha)=0$, then $\alpha$ is called an algebraic integer.

We state without proof some facts about the set of algebraic numbers. The proofs can be found in [22]. Theorem 5.1:
(i) The set of algebraic numbers with the operations of complex addition and multiplication is a field denoted by $\bar{Q}$.
(ii) The set of algebraic integers with the same operations in (i) is an integral domain.

Theorem 5.2:
If $\alpha \in \mathbb{C}$ is an algebraic number, then there exists a unique monic irreducible polynomial over $Q, f(x) \in Q[x]$ with the property $f(\alpha)=0$. We call this polynomial the minimal polynomial for $\alpha$ and its degree is called the degree of the algebraic number $\alpha$.

Theorem 5.3:
Let $\alpha$ be an algebraic number of degree $n$. Let $Q(\alpha)$ denote the subset of the set of algebraic integers consisting of the elements of the form

$$
Q(\alpha)=\left\{a_{0}+a_{1} \alpha+\ldots a_{n-1} \alpha^{n-1} \mid a_{i} \in Q\right\}
$$

Then, $Q(\alpha)$ is a field under the operations of complex addition and multiplication. The field $Q(\alpha)$ is called an algebraic number field of degree $n$ over $\mathbf{Q}$. Definition:

Let $\alpha$ be an algebraic number and let $f(x) \in Q[x]$ be its minimal polynomial. A conjugate of $\alpha$ is any root of the equation $f(x)=0$.

Let $\alpha_{(1)}=\alpha, \alpha_{(2)}, \ldots, \alpha_{(n)}$, be the conjugates of an nth degree algebraic number $\alpha$. Let $\beta=a_{0}+a_{1} \alpha+a_{2} \alpha^{2}+\ldots a_{n-1} \alpha^{n-1} \epsilon \quad Q(\alpha)$, then the numbers $\beta_{i}=a_{0}+a_{1} \alpha_{(i)}+\ldots+a_{n-1} \alpha_{(i)}^{n-1}, i=1, \ldots, n$ are called the conjugates of $\beta$. Definition:

Let $\beta \in Q(\alpha)$ and let $\beta_{1}, \ldots, \beta_{n}$ be its conjugates. The norm of $\beta$ is given by $N(\beta)=\beta_{1} \cdot \beta_{2} \ldots \beta_{n}$.

## Theorem 5.4:

(1) If $\beta, \beta^{\prime} \in Q(\alpha)$, then $N\left(\beta \beta^{\prime}\right)=N(\beta) N\left(\beta^{\prime}\right)$
(2) $N(\beta) \neq 0$ for every $\beta \neq 0$.

The following example illustrates the forgoing concepts. Example: Let $\alpha=\sqrt[3]{2}$ denote the real cube root of 2 . The minimal polynomial of $\alpha$ is $f(x)=x^{3}-2$. Then, $\boldsymbol{Q}(\sqrt[3]{2})=\left\{a_{0}+a_{1}(\sqrt[3]{2})+a_{2}(\sqrt[3]{2})^{2} \mid a_{i} \in Q\right\}$. The three conjugates of $\alpha=\sqrt[3]{2}$ are $\alpha_{(1)}=\sqrt[3]{2}, \alpha_{(2)}=$ $\frac{-1-\sqrt{3} i}{2^{\frac{2}{3}}}, \alpha_{(3)}=\frac{-1+\sqrt{3} i}{2^{\frac{2}{3}}} . \quad$ Let $\beta=3+2 \sqrt[3]{2} \epsilon Q(\alpha)$, in which
case the conjugates of $\beta$ are $\beta_{1}=3+2 \alpha_{(1)}=3+2 \sqrt[3]{2}$,
$\beta_{2}=3+2 \alpha_{(2)}=3+2\left(\frac{-1-\sqrt{3} i}{2^{\frac{2}{3}}}\right)$, and $\beta_{3}=3+2 \alpha_{(3)}=3+$
$2\left(\frac{-1+\sqrt{3} i}{2^{\frac{2}{3}}}\right)$. Also
$N(\beta)=\left(3+2^{3} \sqrt{2}\right)\left(3+2^{\frac{1}{3}}\left(\frac{-1-\sqrt{3}}{2^{\frac{2}{3}}} i\right)\right)\left(3+2^{\frac{1}{3}}\left(\frac{-1+\sqrt{3}}{2^{\frac{2}{3}}} i\right)\right)$
$=(3+2 \sqrt[3]{2})\left(3+2^{\frac{1}{3}}(-1-\sqrt{3} i)\right)\left(3+2^{\frac{1}{3}}(-1+\sqrt{3} i)\right)$
$=9+2^{\frac{2}{3}}$.

If $\alpha$ is an algebraic integer, we define $Z[\alpha]$ to be the set of all complex numbers of the form $f(\alpha)$, where $f(x) \epsilon$ $\mathbf{Z}[\mathrm{x}]$. That is, $\mathbf{Z}[\alpha]=\{\mathrm{f}(\alpha) \mid \mathrm{f}(\mathrm{x}) \in \mathbf{Z}[\mathrm{x}]\} \cdot \mathbf{Z}[\alpha]$ is an integral domain under the operations of complex addition and multiplication. If the degree of $\alpha$ is $n$, then $Z[\alpha]=\left\{a_{0}+\right.$ $\left.a_{1} \alpha+\ldots+a_{n-1} \alpha^{n-1} \mid a_{i} \in z\right\}$.

For example, $\alpha=\sqrt{5} i$ has degree 2 because $f(x)=x^{2}+5$ is its minimal polynomial. Thus, $Z[\sqrt{5} i]=\left\{a_{0}+a_{1} \sqrt{5} i \mid a_{0}, a_{1}\right.$ $\epsilon$ Z\}. The conjugate of $\alpha=\sqrt{5} i$ is $\bar{\alpha}=-\sqrt{5} i$. The conjugates of $\beta=b_{0}+b_{1} \sqrt{5} i$ are $\beta$ and $\bar{\beta}=b_{0}-b_{1} \sqrt{5} i$, and $N(\beta)=\beta \bar{\beta}=$
$=\beta \bar{\beta}=b_{0}^{2}+5 b_{1}^{2}$.

In general, for any $\beta \in \mathbb{Z}[\alpha], N(\beta)$ is an integer.
The following theorem is important for the design of the number field sieve algorithm.

Theorem 5.5:
Let $\alpha$ be an algebraic integer, $f(x) \in \mathbb{Z}[x]$ be its minimal polynomial and $n>0$ and $m$ be integers such that $f(m) \equiv 0(\bmod n) . \quad$ Then, there is a natural ring homomorphism $\Phi: \mathbb{Z}[\alpha] \rightarrow Z_{n}$ induced by $\Phi(\alpha)=m \bmod n$.

## Proof:

A typical element in $Z[\alpha]$ has the form $g(\alpha)=a_{0}+a_{1} \alpha+a_{2} \alpha^{2}$ $+\ldots+a_{n-1} \alpha^{n-1}$, where $a_{0}, a_{1}, \ldots, a_{n-1} \in Z$. Define $\Phi: Z[\alpha] \rightarrow$ $z_{n}$ by $\Phi\left(g(\alpha)=\Phi\left(\sum_{i=0}^{n-1} a_{i} \alpha^{i}\right)=\sum_{i=0}^{n-1} a_{i} m^{i} \bmod n=g(m) \bmod n\right.$.

First, we are going to show $\Phi$ is well defined. That is, if $g(\alpha)=h(\alpha)$ in $Z[\alpha]$, then $\Phi(g(\alpha))=\Phi(h(\alpha))$, and we need to show $g(m) \equiv h(m)$ mod $n$. Since $g(\alpha)=h(\alpha)$, we have $g(\alpha)-$ $h(\alpha)=0$ thus $f(x) \mid(g(x)-h(x))$. Thus, $g(x)-h(x)=$ $f(x) r(x)$ for some $r(x) \in Z[x] \cdot g(m)-h(m)=f(m) r(m) \equiv 0$ $(\bmod n)$. Hence $g(m) \equiv h(m)(\bmod n)$. Thus, $\Phi$ is welldefined.

Let $g(\alpha), \mathrm{h}(\alpha) \in \mathrm{Z}[\alpha]$. Then $\mathrm{g}(\alpha)=\sum_{i=0}^{n-1} a_{i} \alpha^{i}$,
and $h(\alpha)=\sum_{i=0}^{n-1} b_{i} \alpha^{i}$ where $a_{i}, b_{i} \in z$, for $i=0, \ldots, n-1$.

Then $\Phi(g(\alpha)+h(\alpha))=\Phi\left(\sum_{i=0}^{n-1}\left(a_{i}+b_{i}\right) \alpha^{1}\right)$

$$
\begin{aligned}
& =\Sigma\left(a_{i}+b_{i}\right) m^{i} \bmod n \\
& =(g+h)(m) \bmod n . \\
& =g(m)+h(m) \bmod n \\
& =(g(m)) \bmod n+(h(m)) \bmod n \\
& =\Phi(g(\alpha))+\Phi(h(\alpha)) .
\end{aligned}
$$

$$
\Phi(g(\alpha) h(\alpha))=\Phi\left(\left(\sum_{i=0}^{n-1} a_{i} \alpha^{i}\right)\left(\sum_{i=0}^{n-1} b_{i} \alpha^{i}\right)\right)
$$

$$
=\Phi\left(\underset{i=0}{2(n-1)} \sum_{k=0}^{i} a_{k} b_{i-k} \alpha^{i}\right)=\sum_{i=0}^{2(n-1)} \sum_{k=0}^{i} a_{k} b_{i-k} m^{i} \bmod n
$$

$$
=(g \cdot h)(m) \bmod n=g(m) \cdot h(m) \bmod n
$$

$$
=\Phi(g(\alpha)) \Phi(h(\alpha))
$$

Therefore $\Phi$ is a ring homomorphism.

### 5.2 Outline of the Number Field Sieve Algorithm:

The main idea of the number field sieve algorithm is the same as in the continued fraction method and the quadratic sieve method. We find integers $x$ and $y$ such that $x^{2} \equiv y^{2}(\bmod N)$ where $x \neq Y(\bmod N)$ by utilizing the Kraitchik factoring scheme. In the number field sieve, we
achieve this as follows:
We choose a number field $K=Q(\alpha)$ for some algebraic integer $\alpha$, and let $f(x) \in Z[x]$ be the minimal polynomial of $\alpha$. Assume that we know an integer $m$, such that $f(m) \equiv 0$ $(\bmod N) . \quad B y$ Theorem 5.5 , there exists a natural ring homomorphism $\Phi: Z[\alpha] \rightarrow Z_{N}$, where $\Phi(\alpha)=m \bmod N$. Let $S=$ $\{g(x) \mid g(x) \in Z[x]\}$ be a finite set of polynomials in $Z[x]$ such that:
(i) $\underset{g \varepsilon s}{I I} g(m)$ is a square in 2 , say $\underset{g \varepsilon s}{I I} g(m)=x^{2}$.
(ii) $\underset{g \varepsilon S}{\text { II }}\left(G(\alpha)\right.$ is a square in $\mathrm{Z}[\alpha]$, say $\underset{g \varepsilon s}{I I} g(\alpha)=\beta^{2}$ in $\mathbf{Z}[\alpha]$.
Let $Y$ be some integer with $\Phi(\beta)=Y \bmod N$. The $Y^{2} \equiv(\Phi(\beta))^{2}$ $\equiv \Phi\left(\beta^{2}\right) \equiv \Phi(\underset{g \varepsilon S}{\text { II }}(G(\alpha))$

$$
\equiv \underset{g \varepsilon S}{\Pi} \Phi(g(\alpha)) \equiv \Pi_{g \varepsilon S} g(m) \equiv X^{2}(\bmod N)
$$

That is, we have found a pair of squares that are congruent $\bmod N$, and so we may attempt to factor $N$ by computing $g \subset d(X-$ $Y, N)$ or $\operatorname{gcd}(X+Y, N)$.

The above scenario raises the questions:
(1) How are the polynomial $f(x)$ and the integer $m$ are constructed?
(2) How can the set $S$ of elements $g(\alpha) \epsilon Z[\alpha]$ can be found that satisfies conditions (i) and (ii) above?

### 5.3 The Number Field Sieve Algorithm:

The overall plan of this section is to answer these questions gradually until, finally, we can state a precise version of the number field sieve algorithm.

## Step 1: Finding A Polynomial:

Given a positive integer $N$ that is not a prime power, the first step of the number field sieve algorithm is to find a polynomial $f(x) \in \mathbb{Z}[x]$ and an integer $m$ such that $f(m) \equiv 0(\bmod N)$. Assume that the polynomial $f(x)$ has degree $N>2^{d^{2}}\left(\right.$ in practice $\left.d \approx \sqrt[3]{\left(\frac{3 \log N}{\log \log N}\right)}\right)$. We set $m=$
[ $N^{\frac{1}{d}}$ ]. We write $N$ in the base $m$, and proceed to find integers $c_{0}, c_{1}, \ldots, c_{d}$, where $0 \leq c_{i} \leq m-1$ with $N=c_{d} m^{d}+$ $c_{d-1} m^{d-1}+\ldots+c_{0}$. Let $f(x)=c_{d} x^{d}+c_{d-1} x^{d-1}+\ldots+c_{0}$. Note that $f(m)=N$.

Theorem 5.6:
The leading coefficient $c_{d}$ of $f(x)$ is equal to 1 and $c_{d-1} \leq d$.

Proof:
Since $\mathrm{m}=\left[N^{\frac{1}{d}}\right], N^{\frac{1}{d}}-1<\mathrm{m} \leq N^{\frac{1}{d}}$ or $N^{\frac{1}{d}}<\mathrm{m}+1 \leq N^{\frac{1}{d}}+1$. Therefore,
$N<(m+1)^{d}$. Consider $(m+1)^{d}=m^{d}+\binom{d}{1} m^{d-1}+\binom{d}{2} m^{d-2}+\ldots+1$.
$2^{d}=(1+1)^{d}=1+\binom{d}{1}+\binom{d}{2}+\ldots+\binom{d}{d-1}+1$. Thus,
$2^{d}-2=\binom{d}{1}+\binom{d}{2}+\ldots+\binom{d}{d-1} \geq\binom{ d}{k}$ for every $k=1,2$,
$\ldots, d-1$. However, $N>2^{d^{2}}$ implies $N^{\frac{1}{d}}>2^{d}$. Hence, $N^{\frac{1}{d}}-2>2^{d}-$ $2 \geq\binom{ d}{k}$ and $\binom{d}{k} \leq N^{\frac{1}{d}}-2 \leq m-1$.

Therefore the digits of $(m+1)^{d}$ in base $m$ are the binomial coefficients $\binom{d}{k}$. However, $m^{d} \leq N<(m+1)^{d}$ or $m^{d} \leq c_{d} m^{d}+$ $\mathrm{c}_{\mathrm{d}-1} \mathrm{~m}^{\mathrm{d}-1}+\ldots+\mathrm{c}_{0}<\mathrm{m}^{\mathrm{d}}+\binom{d}{1} m_{1}^{d-1} \cdots+1 . \quad \mathrm{C}_{\mathrm{d}}=1$ and $\mathrm{c}_{\mathrm{d} \cdot} \leq$ $\binom{d}{1}=d$. Thus $f(x)=x^{d}+c_{d-1} x^{d-1}+\ldots+c_{0} \in \mathbb{Z}[x]$ is a monic polynomial and $f(m)=N$.

Is $f(x)$ irreducible? Most likely, it is irreducible over z. However, if $f(x)$ is not irreducible then we have been lucky. Indeed, if $f(x)=g(x) h(x)$ is a non-trivial factorization of $f(x)$ in $\mathbf{Z}[x]$, then $N=f(m)=g(m) h(m)$ and hence $g(m)$ and $h(m)$ are non-trivial factors of $N$. On the other hand, if $f(x)$ is irreducible in $\mathbf{z}[x]$, we proceed to obtain a finite set $s=\{g(x) \in \mathbb{z}[x]\}$ of polynomials such that $\operatorname{II}_{g \in S} g(m)=X^{2}$ in $z$ and $\underset{g \in S}{ } \mathrm{II}(\alpha)=\beta^{2}$ in $\mathrm{z}[\alpha]$.

## Step 2: Finding a set S

From Step 1, we have a polynomial $f(x) \in \mathbb{Z}[x]$ that is
irreducible and monic and has degree $d$. We have also an integer $m$ with the property $f(m) \equiv 0(\bmod N)$. Let $\alpha \in C$ be a zero of the polynomial $f(x)$. Taking for our polynomials $g(x) \in Z[x]$, the linear polynomials $g(x)=a+b x$ where $a, b$ are small coprime integers with $0<b \leq B$ and $0 \leq|a| \leq B$. In practice, $B \approx \exp \left(\sqrt[3]{\frac{8}{9} \log N(\log \log N)^{2}}\right)$. Since $m \approx N^{\frac{1}{d}}$, the
integers $a+b m$ are small compared to $N$.
The construction of the set $s$ proceeds in two steps. First, we use $a$ sieve to find $a$ set $T$ of pairs ( $a, b$, such that $g(m)=a+b m$ is $z$-smooth (i.e. $a+b m$ factors into primes $\leq$ z) and $g(\alpha)=a+b \alpha$ is smooth in $Z[\alpha]$. Next, we use linear algebra over the field $Z_{2}$ to find a set $S \subseteq T$.

Let $U=\{(a, b)|a, b \in Z, \operatorname{gcd}(a, b)=1,0 \leq|a| \leq B$, $0<b \leq B\}$. First, we are going to use a sieving method to find pairs ( $a, b$ ), such that $g(m)=a+b m$ are $z$-smooth where $z$ is an integer depending on $N$.

For each fixed integer $b$ with $0<b \leq B$, an array is initialized with the integers $a+b m$ for $-B \leq a \leq B$. For each prime $p \leq z$, the numbers in the array corresponding to values of $a$ with $a \equiv-b m(\bmod p)$ are picked up one at $a$ time, then each is divided by the highest power of $p$ that divides them and the quotient is replaced in the same array at the same location from which the number is picked. At the end of this procedure the number in the $a^{\text {th }}$ location is,
up to sign, the largest divisor of $a+b m$ that is coprime to the primes up to z. Any location that contains the number 1 or -1 at the end of the procedure corresponds to a number a $+b m$ that is z-smooth. We denote the subset of pairs (a, b) $\epsilon \mathrm{U}$ such that $\mathrm{a}+\mathrm{bm}$ is z -smooth by $\mathrm{T}_{1}$, i.e., $\mathrm{T}_{1}=(\mathrm{a}, \mathrm{b}) \epsilon$ $\mathrm{u} \mid a+\mathrm{bm}$ is $z$-smooth\}. The factor base is the set of primes less than or equal to $z$, i.e., $F B=\{p \mid p$ is a prime and $p \leq$
z\} $\cup\{-1\} . \operatorname{In}$ practice, $z \approx B \approx \exp \left(\sqrt[3]{\frac{8}{9} \log N(\log \log N)^{2}}\right)$.

Now, assume that the number of elements in $T_{1}$ is more than the number of elements in the factor base FB. Let $\pi(z)=h$ be the number of primes up to 2 . Then, the number of elements in $F B$ is less than or equal to $h+1$. For each $z-$ smooth integer, write $g(m)=a+b m=\prod_{j=0}^{h} P_{j}^{\theta_{j}}$, where $p_{j}$
denotes the $j^{\text {th }}$ prime, for $1 \leq j \leq h$ and $P_{0}=-1$. We assign a vector $v(a+b m)=\left(e_{0} \bmod 2, e_{1} \bmod 2, \ldots, e_{n} \bmod 2\right) \epsilon$ $Z_{2}^{h+1}$. Since the number of vectors for each $(a, b) \epsilon T_{1}$ exceeds the dimension of the vector space $Z_{2}^{h+1}$, there is a non-empty subset $S \subseteq T_{1}$ such that $(a, b) \in S V(a+b m)=0 \epsilon$ $Z_{2}^{h+1}$. Therefore $(a, b) \in s(a+b m)=X^{2}$ is a square in $Z$.

Our next objective is to use a sieving method similar to the one we discussed above to find $a$ set $S$ of pairs $(a, b) \epsilon U$ such that $(a, b) \in S(a+b \alpha)$ is a square in $z[\alpha]$.

## Definition:

An element $\beta \in \mathbb{Z}[\alpha]$ is called $z$-smooth if its norm $N(\beta)$ $\epsilon \mathrm{z}$ is z -smooth.

We can calculate the norm of an element of the form a + $\mathrm{b} \alpha \in \mathrm{Z}[\alpha]$ by substituting $\mathrm{a}, \mathrm{b}$ for X and Y in the homogenous polynomial $(-Y)^{d} f\left(-\frac{X}{Y}\right)$, where $f(x)=x^{d}+c_{d-1} x^{d-1}+\ldots+c_{0}$. Thus, $N(a+b \alpha)=a^{d}-c_{d-1} a^{d-1} b+\ldots+(-1)^{d} c_{0} b^{d}$. For each prime, let $R(p)=\{r \mid 0 \leq r \leq p-1, f(r) \equiv 0(\bmod P)\}$. For any fixed integer $b$, with $0<b \leq B$ and $b \neq 0(\bmod P)$, the integers $a$ with $N(a+b \alpha) \equiv 0(\bmod P)$ are those with $a \equiv-b r$ $(\bmod P)$ for some $r \in R(p)$.

Note that if $b \equiv 0(\bmod P)$, then there are no integers $a$ with $(a, b) \in U$ and $N(a+b d) \equiv 0(\bmod P)$.

Now a modification of the earlier sieving method can be used to find the set $T_{2}=\{(a, b) \epsilon U \mid a+b \alpha$ is $z$-smooth $\}$, as follows:

For each fixed b, initialize an array with the numbers $N(a \pm b \alpha)$ for $-B \leq a \leq B$. For each prime $p \leq z$ that does not divide $b$, and each choice of $r \in R(p)$, the positions corresponding to a that are congruent to $-\mathrm{br}(\bmod p)$ are identified. The numbers in these positions are picked up
and divided by the highest power of $p$ that divides them and then the quotient is replaced in the array as before. At the end of this process, the locations containing $\pm 1$ correspond to $z$-smooth values of $a+b \alpha$ with $\operatorname{ged}(a, b)=1$ and hence to elements of $\mathrm{T}_{2}$.

The next step is to apply linear algebra over the field $\mathbf{z}_{2}$ to obtain a subset S of $\mathrm{T}_{2}$ such that $(\mathrm{a}, \mathrm{II}) \in s(\mathrm{a}+\mathrm{b} \alpha)$ is a square in $\mathbf{Z}[\alpha]$. To achieve this goal, we assign to every $(a, b) \in T_{2}$ a vector $v(a+b \alpha)=\left(v_{p, r}(a+b \alpha)\right)$ such that $v_{p, r}(a+b \alpha)$ is defined for every prime $P \leq z$ and every element $r \in R(P)$ by
$v_{p, q}(a+b \alpha)=\left\{\begin{array}{cc}o r d_{p}(N(a+b \alpha)) & \text { if } a+b r=0(\bmod P), \\ 0 & \text { otherwise, }\end{array}\right.$,
where $\operatorname{ord}_{p}(k)$ is the number of prime factors $p$ in $k$. Clearly, we have $N(a+b \alpha)= \pm \prod_{P_{1} I} P^{v_{p, r}\left(a^{(a+b a)}\right.}$. The following
theorem justifies the choice of the vectors $v_{p, r}(a+b \alpha)$. Theorem 5.7:

Let $S=\left\{(a, b) \in T_{2}\right\}$ be a finite subset of $T_{2}$ with the property that $(a, b) \in S(a+b \alpha)$ is a square in the algebraic
number field $Q(\alpha)$. Then, for each prime number $p \leq z$ and each $r \in R(p)$, we have $v_{p, r}(a+b \alpha) \equiv 0(\bmod 2)$.

The proof of this theorem can be found in [14]. For the
number field sieve, we are interested in the converse of the theorem: Namely, if $(a+b \alpha) \equiv 0(\bmod 2)$ for every prime $p$ $\leq z$ and $r \in R(p)$, does it follow that $(a+b \alpha)$ is a square in $\mathrm{z}[\alpha]$ ? Unfortunately, the answer is "no" as the following example shows. In $Z[i]$, let $S=\{(2,1),(-1,2)\}$. Then the elements $2+i$ and $-1+2 i$ have norms $N(2+i)=(2+i)(2-$ i) $=5$ and $N(-1+2 i)=(-1+2 i)(-1-2 i)=5$.

Thus, $\mathrm{v}_{\mathrm{p}, \mathrm{r}}(2+\mathrm{i})= \begin{cases}0 & \text { if } p \neq 5 \\ 1 & \text { if } p=5\end{cases}$

$$
\text { and } v_{p, r}(-1+2 i)=\left\{\begin{array}{ll}
0 & \text { if } p \neq 5 \\
1 & \text { if } p=5
\end{array}\right. \text {. }
$$

Therefore $v_{p, r}(2+i)+v_{p, r}(-1+2 i) \equiv 0(\bmod 2)$, but $(2+i)(-1+2 i)=i(2+i)^{2}$ is not a square in $\mathbf{Z}[i]$. The condition $(a, b) \in S \mathrm{v}_{\mathrm{p}, \mathrm{r}}(\mathrm{a}+\mathrm{b} \alpha) \equiv 0(\bmod 2)$ does not guarantee that $(a, b) \in S(a+b \alpha)$ is a square in $\mathbf{z}[\alpha]$.

This obstacle can be overcome by the use of quadratic characters. The details of this procedure are beyond the scope of this thesis and can be found in [13]. For now, let us assume that this problem is solved and try to put the above ideas together to write the number field sieve algorithm.

You will recall that our objective is to construct a
set $s$ such that $\underset{(a, b) \in S}{ }(a+b m)=X^{2}$ in $z$ and $(a, b) \in S(a+b \alpha)$
$=\beta^{2}$ in $\mathbf{z}[\alpha]$. We accomplish this task as follows: For a coprime pair ( $a, b$ ) for which $a+b m$ and $a+b \alpha$ are both $z-$ smooth in $Z$ and $Z[\alpha]$ respectively, we assign the vector $e(a$, b), which has the usual exponent vector $v(a+b m)$ in its first $1+\pi(z)$ coordinates and the exponent vector $v_{p, r}(a+$ $\mathrm{b} \alpha)$ in the next $1+\underset{p \leq z}{\Sigma}|R(p)|$ coordinates. If we find a
set $s$ of coprime integers (a,b) with $(a, b) \in s \quad e(a, b)$ (mod
2) being the zero vector, then both $(a, b) \in s(a+b \alpha)$ will
be a square in $Z[\alpha]$ and $(a, b) \in S(a+b m)$ will be a square in $Z$
and our goal is achieved.
5.11 The Special Number Field Sieve Algorithm:

Assume that N is of the form $\mathrm{N}=\mathrm{r}^{e}-\mathrm{s}$, where r and
|s| are small positive integers, $r>1$, and $e$ is large. The first factorization obtained by means of the number field sieve was the factorization of numbers of the above form, namely the Fermat numbers $F_{7}=2^{27}+1$ and $F_{9}=2^{29}+1$. In the case of $F_{7}$, the polynomial that was employed is $f(x)=$ $x^{3}+2, m=2^{42}$ and the algebraic number field is $Q\left(-2^{\frac{1}{3}}\right)$. In the case of $F_{9}$, the polynomial was $f(x)=x^{5}+8 . m=2^{103}$ and the algebraic number field is $Q\left(-2^{\frac{3}{5}}\right)$. In general, we
first choose $d$ ( $d=5$ for numbers having 70 digits or more) and take $m=r^{k}$, where $k=\left[\frac{e}{d}\right]$. The number $N=r^{e}-s$ in
base $m$ is $N=m^{d}-s r^{k d-e}$, and hence the polynomial $f(x)$, is given by $f(x)=x^{d}-s r^{k d-e}$. Since $0 \leq k d-e<d$ and $s$ and $r$ are small, so is $s r^{k d-e}$. Moreover, $f(m)=m^{d}-s^{k d-e}=r^{k}$ $s r^{k d-e}=r^{k d-e}\left(r^{e}-s\right)=r^{k d-e} N \equiv 0(\bmod N)$.
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