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The purpose of this thesis is to enlighten a person with a 

calculus background to the composition and use of the Student's T 

Distribution. 

The thesis is divided into basically two parts. The first 

part shows the composition of the Student's T Distribution and how 

the distribution was formulated from two other distributions. 

The second part demonstrates how one tests hypothesis from 

the various tests using the T distribution. There are six different 

tests which are presented in this thesis. 
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THE HISTORY OF THE STUDENT'S T DISTRIBUTION 

Until the beginning of the twentieth century the normal distri ­

bution was estimated with the Z test despite the size of the sample 

of the population. In small samples this did not always prove satis­

factory. 

In 1908 William S. Gosset, a consultant at the Guinness Brewery 

in Dublin, Ireland, needed and created a test for small samples taken 

from a normal distribution. It was the T test which approximates the 

normal distribution for small samples by using degrees of freedom to 

determine the distribution which will be used. 

The T statistic consists of one variable with a normal distri ­

bution divided by the square root of the quantity of another variable 

with a chi-squared distribution divided by its degrees of freedom. The 

T test has different distributions due to the degrees of freedom in the 

chi-squared distribution. 

The distribution is usually called the "Student's T" distribution 

because as a consultant to the Guinness Brewery Gosset was not allowed 

to publish under his real name. Gosset instead chose the pseudonym 

"Student" in the publication Biometrika. 

Sir R. A. Fisher verified the distribution in 1923 in the publi ­

cation Metron. 
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THE NORMAL DISTRIBUTION 

The normal distribution is of great significance to the Student's 

T distribution. It is the distribution which is approximated by the 

Student's T Distribution plus it is the distribution of the variable in 

the numerator in the Student's T statistic. 

The normal distribution is the most important probability dis­

tribution yet discovered. There are several reasons for this. It is 

the limit of the binomial distribution; in the physical sciences many 

distributions are normally distributed; and the Central Limit Theorem 

greatly expands the use of the normal distribution. 

The Central Limit Theorem is as follows: 

If the random variables Xlt ••••• tX form a random sample of sizen 

n from a given distribution with mean M and variance ~2 (0<6
2<-)t then 

for any fixed number Xt 

n l /2 ­
lim Pr (Xn - Jl) ~j = f(x) rll

[n ~110 6 

As one can clearly see from this theorem any expected r2] value 

can be estimated by means of the normal distribution. This fact leads 

to the normal distribution being extensively used. 

The normal distribution is defined as follows: 

-1/2 (X-d/ 
y- 1 e ~-

62 
- 6 V2'fi 

The fact that the normal distribution is really a probability 

distribution can be shown by proving that the area under the integral 

is equal to one. 
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First one sets up the integration
 

00 2


f -1!2y dYeI=c e 
-00 

In this integration c = 1!l!'2'"ff. Since c is a constant it can 

be moved to the outside of the integral. 

Now one squares the integral for added convenience, except one 

uses different variables in one equation. 

2 roo 2
I· =c2()__e- l /2y dy) (f":112 z2 

dz) 

(0"(00 2 2
 
12 =c2( )-00 )_:-1/2 (y +z ) dy dz)
 

Now it becomes convenient to change the coordinate system from 

• • ZCartesian coordinates to polar coordinates. In dOlng thlS cose ~ and 
r 

sine~. In the integral from the preceding page the variables are 
r 

transformed as such: 

y2+z2=(r cose )2+(r sine )2=r2• 

The integration now becomes 

't[n-.... l.fr - I).!r ~~2 2 
2 -1 2r 2 -1!2r 2 2 2 

c 1 e! r drde= -c fe l de =c Ide =c e I =2 ftc 
o 0 0 '(J 0 0 

2 2 I (";;";:;:
I =c 21/, I=c v2fT =1 

This integration obviously proves that the normal distribution is 

a probability distribution. 

At this point the expectation and the variance need to be found. 

Using the moment generating function [3] this problem is easily solved. 
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The moment generating function of the normal distribution is 

MX(t)=eMt+l/262t2 

In order to find the expected value one finds the first deriva­

tive of the moment generating function. This derivative is solved for 

the expected valu~ to x by taking the limit as t approaches zero. 

2 .,
lim dMx(t) = lim e Mt+l /2 6 / (4i +6"~ t )=).1. 

t-tO dt2 ti O 

In order to find the variance one finds the second derivative of 

the moment generating function, takes its limit as t approaches zero, 

and subtracts the square of the expected value. Using this information 

one has 

2 22222lim d Mx(t) lim e,(.(t+l/26 U.£+6 t) "+62e Att+l /26 t = ~2+62. 
t-tO = t .... O

dt2 

Thus the variance is AA 2+62_(A)2=62 • 

The normal distribution has a graph that resembles a bell (see 

page 8). Because of this it has often been called the "bell shaped 

curve." 

There is a special type of normal distribution. The standard 

normal distribution is the normal distribution with~ equal to zero 

and the variance equal to one. 

The Z test is associated with the standard normal distribution. 

This test uses the normal distribution by standardization in order to 

apply the standard normal distribution. 
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In order to use the ~ test one must have a null hypothesis and 

an alternative hypothesis along with an alpha level which will decide 

whether or not to accept the null hypothesis. 

The Z test is run in the following fashion: 

Z= x-.#f -r
 
The Z scores allow one to determine the probability of X being 

less than Z. The probability percentages are determined from a Z table 

which is based on the standard normal distribution. The null hypothesis 

is accepted if the probability of X is less than the alpha level, a 

number between zero and one. 

As an example suppose that a patient arrives at Hornet Hospital. 

In order to determine if the patient has a fever the staff assumes the 

null hypothesis "The patient does not have a fever." The alternative 

hypothesis is "The patient does have a fever." An alpha level of .05 

is chosen. 

Suppose that the mean temperature is 98.6 with a variance of 3. 

The patient's temperature is taken and it is 100.1. Placing this data 

in the Z test equation one has 

7.= 100.1-98.6 = 0.866. 
V3
 

The Z score is compared to a Z table. The table says that 80.79% 

of the population is to the left of the Z score. This means that 19.21~ 

of the population lies to the right of the 7 score. Since 80.79 is less 

than 100-5 one accepts the null hypothesis, "The patient does not have 

a fever." 
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THE CHI-SQUARED DISTRIBUTION 

The chi-squared distribution is important to the T distribution 

because it is related to the distribution of the variable in the denom­

inator of the T statistic. The chi-squared distribution is used as the 

probability for the sample variances of samples from the normal distri­

bution. 

The chi-squared distribution is a special gamma distribution. In 

a chi-squared distribution the parameters of alpha and beta are assigned 

the values of n/2 and 1/2 respectively. n becomes the degrees of free­

dom of the distribution. 

In order to demonstrate that the gamma distribution is a true prob­

ability distribution one needs to look at the gamma function. The gamma 

function is defined as follows: 

((0<)= ~~-le-XdX. 
o 

If 0<>1 the ((~)=(~-l) ((0<'-1) which is shown by integrating 

01-1 -x 0(-2-X
by parts. Let u=X and dv=e dX, then du=( o<-l)X dX and v=-e 

... [CO 0( -1 [0"-x-x <:>(-2j(;;;;)= [uv] - vdu= X (-e)- -e (0( -l)X dX 
00 0 

=(0(-1) ((of-I). 

To evaluate 1(;) , ((]j is needed. ((1)= feC::XdX=l, thus 
o 

~=(n-l) (n-2) ••••••••• (l) ;1JL)=(n-l)!. 

For later use one needs to evaluate ({n+1/2). As shown previ­

ous ly for all 0( >lone needs to look at (1i2. 
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(li2= [x~/2e-XdX 
o 

2If one lets X=1/2y , then dX=ydy and 

rOO 2y2 
/i/2=2l/2~o e- l / dye 

As one can clearly see this integral is related to the standard 

normal distribution. This integral equals the inverse of the constant 

of the normal distribution divided by two since the integral only covers 

half the area. 

1/2 C2m l/2=C1T)1/2
2 

It now follows that 

2l /2 C«)1/2= frl/2.
 
2
 

As an example of how !Cn+l12) works one should look at ((7i2). 

/C7/2)=C5/2) C3/2) (1/2) (1/2=C15/8) n- l /2. 

Since the gamma function is now de~ined one can look at the gamma 

distribution. It is necessary to show that it is a probability distri ­

bution. 

The gamma distribution is defined as follows: 

pO( 
__ xQ(-l -'X for X>O and 0<, ~>O
~) e 

o for X(O 
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In order to integrate the gamma distribution one takes the con­

stants to the outside of the integration. 

-<tOO~ x~-le-'XdX
 
~) 0
 

. ~-l -/1X 1M
As was shown prev~ously 1 x~ e dX= ~ and thus.f.-. j{;)
o , !f.0·r=l 

for all possible values of O(or ~ • 

Since the chi-squared distribution is only a gamma distribution 

with certain values for alpha and beta it becomes obvious that the chi-

squared distribution is a true probability distribution. 

The expected value of the gamma distribution is «/? The vari ­

ance of the distribution is ~/~2. This means that in the chi-squared 

distribution the mean is n and the variance is 2n. 

The chi-squared distribution is the distribution of the squares 

of the differences of X about the mean in a normal distribution. For 

this reason the chi-squared distribution is the distribution of the 

variable in the denominator in the T statistic. 

There is a theorem that states, "If a random variable X is nor­

mallv distributed with expectation zero and variance one, then X2 has 

a chi-squared distribution with one degree of freedom." 

Of course a normal distribution with expectation zero and a vari ­

ance of one is the standard normal distribution. By using this form 

of the normal distribution one can later standardize other normal dis­

tributions into the standard normal distribution. 

One can prove the theorem by working out the probability that 

G2<0 . 
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/iA ~ 

It is G(IJ)=( 2ft)-1/2...[-1/2z
2 dZ=2(?~)-1/?~e- l / 2Z2 

dz. 
-I"Z< 

d 

°ab f' ° 2 hIf one changes the varl Ie 0 lntegratlon to y=z , t en one 

obtains the result of 

G(U)=(2'[t)-l/2[y~1/2e-l/2Y dYe 
o 

One can now proceed to the general case. The moment generating 

function of the chi-squared distribution is 

r(t)= ~~-le-l/2U+tudU. 
o 

If one changes the variable to v=(1/2-t)u, one has 

DO 

~ -A -1 -v 
-r(t)=2' (l-2t) c(

[ 
,; e dv. 

o 

The first and second moments of the chi-squared distribution can 

easily be calculated by definition of the moment. 

00 

0( = [U";.df',(TJ)= (unP:(U)dU.
n" ..lo' 

The expectation and the variance of a random variable y with a 

chi-squared distribution are 

E(v)= ~ =f where f is the dep:rees of freedom and... 1 . 

cf 
2 =EC'/)-(E(V))?= 0< -D<2=2f. . . 2 1 

If v and z are independent random variables having chi-squared 

distributions with f and f' degrees of freedom, then as shown on the 
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previous page the moment generating functions are 

(1_2t)-1/2f and (l_2t)-1/2f'. 

The moment generating function for the sum y+z is the product of 

the moment generating functions for y and z. Hence it follows that: 

If two independent random variables have chi-squared distributions with 

f and f' degrees of freedom, then their sum has a chi-squared distri ­

bution with f+f' degrees of freedom. 

A general theorem can be drawn from this result. If Xl 'X2 ' •••• ,Xn 

are independent normally distributed random variables with expectation 

zero and variance one, the sum of squares 

2_ 2 2 2X-X l +x2+···· .+Xn 

has a chi-squared distribution with n degrees of freedom. 

There are graphs of several chi-squared distributions on the 

following page. 
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THE STUDENT'S T DISTRIBUTION 

The student's T distribution, or called simply the T distribu­

tion, is a combination of the normal distribution and the chi-squared 

distribution and is used when the only data that are available are from 

a small sample. 

The T distribution depends on a degrees of freedom value in order 

to determine the appropriate probability function. The degrees of free­

dom is a characteristic inherited froM the chi-squared distribution. 

The T distribution changes from a Cauchy distribution when the degree 

of freedom is equal to one to the normal distribution as the degrees 

of freedom approach infinity. 

The T distribution is defined as a function with
 

y
 

(~)1/2 
n 

where Y is normally distributed and 7, has a chi-squared distribution 

with a degrees of freedom of n. By the change of variable technique, 

this function of Y and Z can be reduced to a distribution function of 

a single variable. 

y 1/2 1/2If X= - and W=Z, then Y equals (lIn )XW and 7. equals W. 
(~)1/2 
n 

One now sets up the Jacobian Transformation [4] in order to find 

the necessary multiplier in which the function in X and Wwill be equiv­

alent to the function Y and Z upon integration. 
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This Jacobian matrix is as follows: 

n-l/2Wl/2 (2nl / 2 )-lX(W)-1/2 

o 1 

• [ 5 ] f h . .. -1/2 1/2The determ1nant. 0 t 1S matr1x 1S n W • 

The probability density function f(Y,~)=Jf(X,W). By replacing 

Z and Y with their equivalent in X and W one has 

2 
f(X,W)=CW9n-l/2 e- l / 2(1+x )2W/n 

~(n+l)/2 1/2 ~J -1 
with the constant c= L2 (n~ l(n/2) • 

In order to turn the function into a single variable function it 

is now necessary to remove the Wby integration. 

(:00 (2)) 2
(1+ ! )-(n+l)/2

g(X)= J"f(X,W)dW = 2 1/2 /f, n . 
o (nlT) (~) 

The T distribution is a probability distribution since it is the 

product of two probability distributions with one variable integrated 

out. 

The expectation of the T distribution is present only when n is 

greater than one. When the expectation exists it is zero. This can be 

proved by using the derived function for the T distribution; multiply­

ing it by X and then integrating the function from infinity to negative 

infinity. 

fE¥)
 
Let c= i"n112 r:n(n)

(nl,) 1~2 
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<lO 

(l+iIn)(-n+l)/2c ~(l+x2/n)-(n+l)12 • 
-n+l 

/:coo:o)_.; dX= c 

2 "1)0 

As one can clearly see that when n equals one the integral cannot 

be defined because division by zero is undefined. 

The variance does exist for n greater than two. This can be 

proved by using a substitute for X. 

The integral for finding the variance around the expectation of 

zero is as follows with c equalling the same as it did in the previous 

integration. 

~;;(l+x?/n)-(n+l)/?dX:E(X-n)? 

The integration is divided in half and the integration only from zero 

to infinity is considered. 

2 
_X 2 

- n X· dX 1/2 (y -1/2 1If y- __ , then - = ...:L-. and --= E­
x2 n l-y dy 2 l-y) (I_y)2 dye 

I+­
n 

2
Because of the definition of X /n by y the new intep.ral is inte­

grated over the interval of zero to one since as X approaches zero y 

approaches zero and as X approaches infinity y approaches one. 

The new integrand becomes 

1/2
(ny) (l~ -(n+l)/2 n 1/2 1 )

y ) ( - • 
l-y l-Y) 2 (l-Y (I-v) 

This can easily be changed to 

(nv)(1_y)-l(l_y)(n+l)/2 n l/2 (y)-1/2(l_y)1/2(1_y)-2. 
2 
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This newer form of the integrand allows the exponents to be combined 

more easily. 

Now one integrates the complete function by putting the constants 

outside the integration and integrating only the variables. rhis gives 

the following integration:

' n-4 
1/2 1 ? - 2c% (n) 0 (y) I "(l-y) -r dy.f 

This integration yields the following: 

nl/2 n(n+2 (n+2 F)
(n)'2 2 -2- 2 _ 1/2 f\2 n. 

n l /21?"l/2 A­
(n;l 2/%

2 

Since this only covers half the interval it becomes essential to multiply 

by two. Thus, the function loses rhe one one half term and it becomes 

{n-2 E.. 
2 2 

A 
Regardless of whether n is even or odd the ratio of the two gamma 

functions is 1/«n-2)/2). Thus the final quantity left is~. There­
n-2 

fore this must be the variance of the T distribution. If n were less 

than two the variance would be negative, which is impossible. If n were 

two the division by zero would not be defined. Therefore the variance 

does not exist for n less than three. 
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THE ~ DISTRIBUTION 

The F distribution (the F is for Fisher) has some importance to 

the T distribution in two facts. The r test is used to determine if 

two samples have the same variance and two, the F distribution with one 

degree of freedom in its numerator is equal to the square of the T dis­

tribution with the same degrees of freedom as the denominator under a 

zero hypothesis. 

The F distribution is used to run a test in order to see if vari­

ances are similar or not. It consists of two variables with degrees of 

freedom for each. The two variables both have a chi-squared distri­

bution. One variable, divided by its degrees of freedom, is divided bv 

the other variable, divided by its degrees of freedom. 

The F distribution is composed of two chi-squared distributions. 

Due to this relationship the F distribution is a probability distribution. 

In creating the F distribution X=(Y/m)/(7/m) where Y and 7 are 

independent and have chi-squared distributions with m and n degrees of 

freedom respectively. 

The equation of the F distribution with Y and 7 is as follows: 

g(y,~)=cy(m/2)-17(n/2)-le-(Y+Z)/? 

(n+m)/2 r;m r:n -1 
with c equal to (2 /(~) /(~) ) • 

The variables are now changed from Y and Z to X and 7. By defi­

nition of X, Y = Xm7/n. All one needs to do is replace Y with its equiv­

alent in X and Z and then multiply the factor by dY/dX, mZ/n. 
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The new function becomes 

g(X,z)=c(xmz/n)(m/2)-1~(n/2)-le-«Xmz/n)+Z)/2mZ/n. 

In order to change the function from a two variable function one 

needs to integrate the function by 7.. 

g(x)=c(m/n)(m/2)x(m/2)-lE(~m+n)/2)-le-«Xm/n)/2)ZdZ 
-DO 

This function equals 

(m/2) (m/2 )-1 «(Xm/n)+1)/?)-(m+n)/2g(X)=c(m/n) X (m+n)/2 

As was stated earlier the F distribution with one degree of free­

dom in the numerator is equal to the square of the T distribution with 

the same degrees of freedom as the denominator of the F distribution 

when usinR the hypothesis that the mean is zero. 

One should compare the definitions of the two distributions. The 

T distribution is defined as follows: 

y
 

X= (Z)l/2
 
n 

where Y and Z are independent with n the degrees of freedom. 

As one can clearly see that when m of the F statistic equals one 

and Y equals zero the difference between the terms is the square of the 

denominator. 

Using this comparison in the F test allows one to use the T test 

instead of the F test in regression analysis with a hypothetical value 

of zero. This subject will be discussed further in the section on 

regression analysis. 
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THE T TEST 

When one is testing a hypothesis of a normal distribution the 7, 

test is used with known parameters. Bowever, if the parameters)U and 

26 are not known then they will need to be estimated. The ~ test can 

be used if one knows the variance, but if the variance needs to be 

estimated then the T test must be used. 

The T test is used to estimate the probahility of a hypothetical 

value which is assumed to have a normal distribution. It resembles the 

? test. 

When the T test is used a number of things must be completed be­

fore the actual computations are started. First one must select a 

hypothetical value for a mean. This is called the null hypothesis. An 

alternate hypothesis is selected such that if the null hypothesis is 

false then the alternate hypothesis is true. 

Another value that must be known before the T test is started is 

the alpha level. Alpha is a number between zero and one. A probability 

area under the T curve is created such that the probability that the 

hypothetical value lying in the area is equal to one minus alpha. If 

the hypothetical value lies in the specified area the null hypothesis 

is accepted. If the hypothetical value lies outside the specified area 

the alternate hypothesis is accepted. 

When the hypothesis says that the hypothetical value is greater 

than or equal to the sample mean then the area in which the value must 

lie in order to be acceptable lies to the right of a line under the T 

curve which divides the area under the T curve into two sections. The 
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section to the left has the area of alpha. The section to the ~ight 

has the a~ea of one minus alpha. The sections a~e ~eve~sed when the 

null hypothesis claims that the hypothetical value is less than o~ 

equal to the sample mean. 

When the null hypothesis states that the hypothetical value equals 

the sample mean the acceptable a~ea unde~ the cu~ve is limited on two 

sides. The acceptable a~ea, the area in the middle, is equal to one 

minus alpha, howeve~ the a~ea of the two unacceptable areas, which are 

equal to each othe~, are equal to alpha divided by two. 

At this point the mean and the variance need to be estimated. In 

the normal distribution X is the unbiased estimator of),t. This isn 

because fo!" some unknown mean ethe E.(O(Xl'X ' •••• ,X ))= efor any
2 n

possible value of 9. 

N • • • h . 6 2 ow 1t 1S necessary	 to est1mate t e va~1ance n. One cons iders 
2 n2	 - 2the estimate S~ for 6 • So= (lin) 2:.. (Xi-Xn) • Using the identity 

i=l 
we obse~ve 

n n _ 2 _ 2
 
~ (X. -,M)= ::L (Xi-X ) +n(X -AI) •
 
i=l 1 i=l n n
 

Since Xi has a mean A and a va~iance 6 
2 

, then 

E Lr,(Xi-.A) 2J =(l!n)n 6 2= 62• Therefore E ~l/n) ~ (X._.AA
21 = Ll i=l 1 J 

1 2 2~ t E[cX _»)2] =-n6=6n •i 
n i=l 

The sample mean '<n has a mean )A and a variance 62In. Because of 

2this fact f r('<n _;IJ)2] = 6 In. 

It now follows that since 

2 2 1 2 2 
F: ( So)= 6 - -6 = E.:..!. 6 n n 
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2 • •• 2 • • •So 1S not the unb1ased est1mator. However, Sl 1S the unb1ased est1mator 

2 •since Sl 1S defined as 

2 n 21 
S = L (Xi-~) •1 n-l i=l
 

The T test is in the following form:
 

(X-"1, )
 
T- vn: 

Sl 

When the T score is obtained it can be compared with the table of 

values which is in the back of this paper. It should be compared with 

values in the test's degrees of freedom which are n-l. 

In order to show how this works one should consider the following 

example. 

Coach Welch is the track coach at Hornet High School. He has been 

told that the average long jumper can jump seven meters. Coach Welch 

feels that he has better than average long jumpers on his team. He has 

decided to check his hypothesis with a ~ test. 

Coach Welch's null hypothesis is "The long jump squad is average 

or below." The alternate hypothesis is "The long jump squad is better 

than average." 

Coach Welch chose an alpha level of .05. Since this is only a 

one sided test the only boundary of the test is dependent on the degrees 

of freedom. Since there are fifteen members of the long jump squad the 

degrees of freedom will be fourteen. This means that the T score cannot 

be greater than 1.761. 

Coach Welch has all the members jump for their best length. The 

results are as follows: 
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7.3,6.9,7.6,6.6,7.5, 7.6, 8.0, 7.9,6.7, 8.1, 6.9, 7.1,7.0, 

7.2,7.9. 

The mean is 7.35. The variance is 0.238. This makes the stand­

ard deviation 0.488. 

Coach Welch puts these numbers into the T test and he has 

T= (7.35-7.00) ~ 
0.488 • 

The T value is approximately 2.78. Since 2.78 is greater than 1.761 

Coach Welch rejects the null hypothesis and accepts the alternate hypoth­

esis. Therefore Coach Welch has a better than average long jump squad. 



27 

THE PAIRED SAMPLE T TEST 

When two samples are taken from a single set a modified T test 

can be used. This test will use a covariance of the two samples. 

In this test one would gather data in pairs in this manner: 

Identity Data 

1 Xll ,X2l
 

2 X12 ,X
n 

n Xln ,X2n 

Since the two samples are assumed to be dependent they have a 

covariance and a correlation value. The correlation value and the 

covariance are needed in order to operate this test. 

In this test the mean is obtained the same way as in the regular 

T test. The variance is found in the same manner, also. However, the 

covariance is found in a specific manner. Let Sij be the estimate of 

the covariance. s .. is found in the following manner: 
1.J 

n _
1So = L (Xik-Xi.) (Xjk-Xj.).

1.J
0 

n-l k=l 

By definition the correlation equals (J / 6" 6 .• By using thei j 1.
0 

J 

maximum likelihood estimate [6] and letting r.o be the estimate of the . - .. 1. J 

correlation 

Sij 
r 0 • = s:s:­1.J 

1. J 
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In the paired sample T test, after one has determined one's hy­

pothesis and one's alpha value, the T score is determined as follows: 

(a-J) vn ( - - ­
T= where 0 is the hypothetical value, d equals XI-X2 , 

Sd 

222 •
and Sd equals SI+S2-2SI S2r w1th n-l degrees of freedom.I2 

As an example one should look at another problem of Coach Welch's 

track team. 

Coach Welch has decided to change the high jump style from the 

flop to the roll. However, Coach Welch would like to know what the dif­

ference, if any, there is between the heights achieved using the differ­

ent methods. 

There are seven members of the high jump squad. Coach Welch will 

use the null hypothesis "There is no difference in heights using the 

different methods." The alternate hypothesis is "There is a difference 

using the different methods." Coach Welch chose the alpha level to be 

.05. 

With this information Coach Welch knows that there are two bound­

aries with six degrees of freedom. The alpha level is divided in half 

and the critical points are 2.447 and -2.447. 
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The data are as follows in meters: 

Identity Flop Roll 

1 1.82 1.92 

2 2.03 1.88 

3 1. 7~ 2.15 

4 1.97 1.99 

5 1. 76 2.00 

6 1.69 1. 89 

7 2.0Cl 1.91 

From these data Coach Welch knows the mean value of the flop is 

1.871, the mean value for the roll is 1.963, the standard deviation of 

the flop is 0.157, and the standard deviation of the roll is O.09~8. 

The covariance is -.0133. 

Coach Welch now places the appropriate value in the correct places 

and he has 

(-.092-0) tI7 - -0.994.
T= 0.245 

This is clearly not beyond the critical value and therefore there 

is little probability that there is any difference in heights due to 

the change in methods. 
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THE TWO SAMPLE T TEST 

When there is a single population and a factor Y which divides 

the population into subpopulations, the subpopulations can be compared 

using the two sample T test. 

In this test it is not important to have equal numbers of data. 

There is no covariance nor correlation involved in performing the test. 

The only fact that needs to be added to the means and the variance is 

whether the variances can be assumed to be the same. This requires the 

F test. 

After one finds that the variance can be assumed to be equal, the 

parameters are found in the following ways: 

n 
X=(l/n) ~ Xi
 

i=l
 

n 
S

2
=(l/n-l) (X.-X)~ 11 i=l 

The T score is found in the following manner: 

(Xl-X )- ('
T= 2 0
 

S (.!. +1:. )1/2
 
P n l n2 

2 2
 
S2= (n l -l)Sl+(n2-l)S2 •
 

p n l +n2-2 

bis the hypothetical value with n +n -2 degrees of freedom.
l 2

As an example one can look at the efforts of Coach Welch, again. 

Coach Welch has two groups from his track team, the shot putters and 
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the discus throwers. Coach Welch wants to see if there is any difference 

in the amount of weight the different members can bench press. 

There are seven shot putters and nine discus throwers. The null 

hypothesis is "There is no difference in the weight the two groups can 

press." The alternate hypothesis is "There is a difference between the 

two groups in the amount of weight that can be pressed by each group." 

The alpha level is .10. 

The data in kilograms for the shot putters are as follows: 113, 

145, 126, 172, 119, 168, 150. 

The data in kilograms for the discus throwers are as follows: 134, 

167, 189, 174, 125, 149, 188, 154, 133. 

The mean	 for the shot putters is 141.9; the standard deviation is 

23.38. The mean of the discus throwers is 157.n; the standard deviation 

is 23.92. 

The F test boundaries are 5.14 and .2203. The F test is set up 

as	 follows: 

23.38/6 = 1.303 
F= 23.92/8 

Since the F statistic is within the critical boundaries Coach 

Welch can use the two sample T test. The critical values, or boundaries, 

for the T test are 1.761 and -1.761. The T score is 

T= (141.9-157.0)-0 = -2.51. 
23.69(1/7+1/9)1/2 

The T score is obviously greater than the larger critical value. 

Therefore Coach Welch concluded that the discus throwers are better at 

the bench press than the shot putters. 
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THE WELCH T TEST 

If one has the same conditions as needed for the two sample T test, 

two subpopulations of the same population, except that the variances can­

not be assumed to be equal, then the Welch T test is needed to compare 

the two subpopulations. 

The degrees of freedom and the combined standard deviation are 

determined differently than the way they are in the two sample T test. 

The T score is figured as follows: 

X
l 
-X

2
-0' 

T= S2 S2·
 
1 2
-+­n lJ n2 

The degrees of freedom are determined hy 

S2 S2
1 2 2

(-+-)
 
nl n2
 

8'+ S4
 
1 ::>
 

2 +-r­
n (n -1) n(n -1)

1 1 2 2 

This does not always result in an integer, hut one can interpolate for 

the right critical values. 

One should look at another example from Coach Welch's problems. 

Coach Welch decided that he wanted to know which group could create the 

greatest distance from the highest reach standing to the highest reach 

jumping. He took the data from his high jump squad and his pole vault 

squad. 
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Coach Welch's null hypothes is is, "There is no difference between 

the distance of the two squads in the difference from the standing reach 

to the jumping reach." The alternate hypothesis is, "There is a differ­

ence between the distances of the two squads in the differences from 

the standing reach to the jumping reach." The alpha level is .10. 

There are eight members of the high jump squad. Their data are 

as follows: .65,.86,.77,.69,.80,.76,.75,.72. 

There are nine members of the pole vault squad. Their data are 

as follows: .92, .42, .97, .45, .50, .76, .41, .41, .96. 

From these data Coach Welch knows that the mean of the high jump 

squad is 0.75 with a standard deviation of 0.065, and that the mean of 

the pole vault souad is 0.744 with a standard deviation of 0.281. 

The degrees of freedom for the F test are 7 and 8. Since the 

alpha level equals 0.10 the critical values are 5.40 and 0.201. The F 

test is as follows: 

F=	 0.004225/7
0.07896/8 = 0.06115. 

Since the F score is less than 0.?01, which is the lower boundary 

to the acceptable interval, Coach Welch does not believe that the vari ­

ances are equal. Therefore Coach Welch needs to use the Welch T test. 

The degrees of freedom needed for this test is determined as 

follows: 

2
(.0042?5/8 + .078961/9) 

= R.988 • 

•000017851	 + .0062348 
64(7) 81(8) 

Now Coach Welch will find the T score knowing that in order for 

the null hypothesis to be accepted it must lie in the range between 

-1.835 and 1.835. 
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The test is as follows:
 

T= .75-.744-0
 = .06221. 

~.004225 + 0.078961 
8 9
 

Since this score is within the interval Coach Welch accepts the 

null hypothesis. 
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THE T TEST FOR REGRESSION ANALYSIS 

A regression function exists between a dependent and an independ­

ent variable when there is a correlation of the two variables. vfuen a 

function is linear in parameters then one has a linear regression model. 

In other words, the dependent variable is regressed on the independent 

variable. 

In one's work with regression analysis using the T test one will 

try to obtain the best estimate of the parameters and hypothesis about 

the parameters. 

The strength of the linear relation is measured by the simple 

correlation. The correlation lies between one and negative one. The 

greater the ahsolute value of the correlation the greater the strength 

of the linear relation. If the correlation is one or negative one then 

there is a completely linear relationship hetween the dependent and the 

independent variable. 

In simple linear regression one has a pair of observations from 

a single population (Xl,Yl ), (X2 'Y2 )' ••••• '(X 'yn). There are two meth­n 

ods by which one can create a regression function. In the first method 

x is set up at different intervals and Y is then obtained and a least 

sum of squares line is drawn. In the second method the X is a random 

variable and thus so is the Y variable. 

The correlation value r is equal to 

t (X.-X) (y.-v) 
i=l 

1 1 

~ ~L (X._X)2 Ln (Y._V)2J1/2 
i=l 1 i=l 1 
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One could check the strength of a regression equation from the absolute 

value of r. 

The theoretical model of a simple regression equation is 

Y. = ft + fJlx. +e •• 
1 0 1. 1. 

This is called the simple linear regression model of Y on X where E(e.)=O
1. 

2and the variance of e. equals 0- , i=1,2, ••• ,n. 
1 

be and blare the estimators of 1 and )31 by minimizing the sum0 

of squares of the deviations. 

n 2
 
S= L (Yi- Po-j1lXi )
 

i=l 

The estimators are referred to as the least-square estimators. 

be = Y-b X1

n _ 

~ (XCX)Yii=1
 
b l = n _ 2
 

~ (x.-X)
.1 1
1= 

The estimated regression equation is 

/I -b +b x.Y - 0 1 

b is called the regression coefficient, and b is called the intercept.
1 o 

Before one can hypothesize one needs to find S2. S2 is the vari ­

ance around the line of the error. 

One finds it by the following: 

n
 
~ (y.-b -b x.)2


? i=l 1 0 1 1 

S = -"---=---­n-2 

In order to find T one would compute the following equation: 
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b _! (0) 2
 
T= 1 I where V(b ) = _--::S~__
 

l/2 1 nlV(b19 L (x.-xl
i=l ). 

The T score for testing y is obtained by the equation 

/\ (0) 
y-y [ _2J112T= 

p where p= S (lIn) + n (x-X)_ 2 • 

L. (xCX) 
i=l 

As an example one should look again at the problems of Coach Welch. 

Coach Welch wishes to recruit taller runners because Coach Welch believes 

that taller athletes run faster than shorter ones. 

Coach Welch has taken data from twenty runners. He arrives at the 

equation that regresses height in meters to velocity in meters per second. 

The equation is as follows: 

y mlsec = .45+.55x meters. 

Coach Welch also found that 
~ 

V(b
l 

) equals .025. Coach Welch states his 

null hypothesis as follows: "The correlation coefficient. or regression 

coefficient. is zero." The alternate hypothesis is naturally liThe cor­

relation coefficient is not zero." The alpha level is .05. The degrees 

of freedom are 18. n-2 • 

• 55-0 = 1.1.T= .5 

T had to lie within the interval (-2.101.2.101) which it does. 

Therefore Coach Welch concludes that there is no correlation between an 

athlete's height and an athlete's velocity. 

Multiple regression is a form of regression. The difference from 

simple regression is that one tries to find a relation between a single 

dependent variable and two or more independent variables. A regression 
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equation of multiple coefficients would look something like the follow­

ing: 

y= Po+flrxl+·····+lnxn· 

The test of hypothesis for each single coefficient is an F test 

which looks like 

2 
b 

F= k where se(bk ) is the standard error of the coeffi­
re(bk )] 2 

cient. However, as shown in the section about the F distribution, when 

one uses a hypothesis in which the coefficient is zero, the square root 

of the F test is really a T test with the denominator's degrees of free­

dom. In this case it is n-p-l where p is the total number of coeffi­

cients in the regression equation. 

If one only wanted to test whether the correlation is zero one 

could use a T test that is related to the T test just mentioned. Let 

r equal the correlation. If one had a hypothesis such as Ho=rYhoc=o 

one could test using 

T= ((n-k-2)r yh •c 

J;:./
yh.c 

where h becomes the variables in the regression equation which affects 

the coefficient, c becomes the variables in the regression equation 

which are kept constant, k is the number of variables in c, and n is 

the number of variables in the regression equation. The T distribution 

has n-k-3 degrees of freedom. 
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CONCLUSION 

The T test has greatly aided the statistician who does not have 

a great deal of time, or material, or money to spend on gathering sta­

tistics. The T test has allowed him accuracy even though the number 

of data is quite small. 

The examples that were used were centered around track and field 

which is not considered a major science. It was demonstrated that the 

T test has a great deal of application outside the basic sciences and 

pure mathematics. 

The T distribution is easy to use and is limited only by the 

imagination of the statistician performinr- the tests. 
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1.	 lex) is the normal distribution of x. 

2.	 The expectation of a probability function F(x) 

=::£ xF(x). 
x 

k
3.	 The moments of a function are the expectations of X where k is an 

integer designating the number of the moment. The moment generat­

. f . • h • f ( tx)1ng unct10n 1S t e expectat10n 0 e • 

4.	 The Jacobian linear transformation is a method of changing variables 

in one equation into another equal number of dependent variables 

and creating a new equation which is equal to the original equation 

only with new variables. A matrix is set up as follows and the 

determinant is determined. 

dS	 dS 
l I 

dYl dY 
n 

dS	 dSn .......... n
 

dYl	 dYn 

5. The determinant of a two by two matrix is a*d-b*c where a,b,c, and 

d are in a matrix as follows: 

~ d
 
6.	 If the random variables Xl' ••• ,X form a random sample from a dis­n 

crete distribution or a continuous distribution for which the 
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probability function of the probability density function is f(xle), 

where the parameter e belongs to some parameter space .Q , and e is 

either a real-valued parameter or a vector then for any observed 

vector x=(x , ••••• ,x ) in the sample, the value of the joint p.d.f. 
- 1 n 

of the joint p.f. is the likelihood function, denoted as f (~}6). 
n 

The maximum likelihood function has a maximum likelihood estimator 

if for each possible observed vector ~, there is a C(x)6 .2which 

denotes a value of~~2which maximizes the maximum likelihood func­

tion and fJ = b(~) then fJ is the maximum likelihood estimator. 
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3 SI92 531
2 518
1.7211.323.6-S5.257
 
3.7922 51'J2 ~,082.074 

2 ~l(){) 

1. 717
1.321· (.'\6.2J6 
3 767
2. ~O72.069 

'2. J.~12 

1.714· (,<;5 1.319.256
 
3745
27\'72.064 

2.0GO 
I. 7111.3186S5.256
 

3 725
2 7'672. 4S...~1.708 

2,05G 

· (,S1 1316
·~JB 

3707 ,.2.7792 09I 700
1.315.6-54
.256
 
3 5':02.,712 173
2.U:'2
 

2 157
 
1.7031.314GS4· 2,~6 

3 G7~2 'f.32. C-48
1.701.~,3 1.3132JG 
3 G59~. i 5G2. '.522 O·~51.6:,91.311GS32:,6 
3.&452 150
2. -1[,,72.0·121.6'J71.:10f...S3.256
 

3551
2.7042.«232.0211.5..'\4· (,,~ I
 l.aOJ.255
 
3 4G{)25GD2 390
2.0001.6711. 2')5.5711
.254
 
3.3732 f'172.3:)81.5.',.8 I. "SO
 

.253
 
1.2S?.617
.254
 

.674
 1282
 I (,\5 1.9('() 2.326 2575
 3291
 

'Table 5 is (a"en frum Table III of R. A. Fisher and F. Yales (1963): "Srctinic::l1 T~h1cs for 
Oioiogical, !,gricllltur;d and Medical RC5<:arch," rublilht:d by Oliver and Boyd, [jinbur;.:h. ar,d 

used by j'crmi~sjon of the authors and publishers. 
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