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The purpose of this thesis is to enlighten a person with a
calculus background to the composition and use of the Student's T
Distribution.

The thesis is divided into basically two parts. The first
part shows the composition of the Student's T Distribution and how
the distribution was formulated from two other distributions.

The second part demonstrates how one tests hypothesis from
the various tests using the T distribution. There are six different

tests which are presented in this thesis,
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THE HISTORY OF THE STUDENT'S T DISTRIBUTION

Until the beginning of the twentieth century the normal distri-
bution was estimated with the 7 test despite the size of the sample
of the population., In small samples this did not always prove satis-
factorv.

In 1908 William S. Gosset, a consultant at the Guinness Brewery
in Dublin, Ireland, needed and created a test for small samples taken
from a normal distribution. It was the T test which approximates the
normal distribution for small samples by using degrees of freedom to
determine the distribution which will be used.

The T statistic consists of one variagble with a normal distri-
bution divided by the square root of the quantity of another variable
with a chi-squared distribution divided by its degrees of freedom. The
T test has different distributions due to the degrees of freedom in the
chi-squared distribution.

The distribution is usually called the "Student's T" distribution
because as a consultant to the Guinness Brewery Gosset was not allowed
to publish under his real name. Gosset instead chose the pseudonym
"Student" in the publication Biometrika.

Sir R, A. Fisher verified the distribution in 1923 in the publi-

cation Metron.
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THE NORMAL DISTRIBUTION

The normal distribution is of great significance to the Student's
T distribution., It is the distribution which is approximated by the
Student's T Distribution plus it is the distribution of the variable in
the numerator in the Student's T statistic.

The normal distribution is the most important probability dis-
tribution yet discovered. There are several reasons for this., It is

the limit of the binomial distribution; in the physical sciences many

distributions are normally distributed; and the Central Limit Theorem

greatly expands the use of the normal distribution,
The Central Limit Theorem is as follows:
If the random variables Xl,.....,Xn form a random sample of size

2

n from a given distribution with mean 4 and variance 52 (0<6“<*)  then

for any fixed number x,
nl/?(?n_”)
lim Pr — < x| = ﬂ(x) rl
n-?rw
As one can clearly see from this theorem any expected [2] value
can be estimated by means of the normal distribution. This fact leads
to the normal distribution being extensively used.

The normal distribution is defined as follows:

2
1 172 (x_-;g_ .
s|for ¢

The fact that the normal distribution is really a probability

Y=

distribution can be shown by proving that the area under the integral

is equal to one.



First one sets up the integration

©o 5 2
I:cfe_l/ y dy.
- 00

In this integration ¢ = 1/ 1/ 2% ., Since ¢ is a constant it can

be moved to the outside of the integral.
Now one squares the integral for added convenience, except one

s

uses different variables in one equation.

oo 2 e 2
12 :CQ(-J’é-l/Qy dy) (-//;-l/QZ dz)

=" 2.2
12 =CQ(J{-J(;-1/2(Y tz") dy dz)

Now it becomes convenient to change the coordinate system from
Cartesian coordinates to polar coordinates. In doing this cos@ =§-and
sind =¥u In the integral from the preceding page the variables are
transformed as such:

2,.2 2

y“+z°=(r cos )2+(r sing )2=r .

The integration now becomes

AU oo 5 ar 5 1% afr 21
c{/ru//;_l/Qr r drde= -cQU//e-l/Qr / 4@ =c2V(ﬂid9 =c%9/ =2 ﬁcQ
(/) o (7] 0 D

2=022TT, I=c L/?T_r =1

This integration obviously proves that the normal distribution is
a probability distribution,

At this point the expectation and the variance need to be found.

Using the moment generating function [31 this problem is easily solved.



The moment generating function of the normal distribution is

2.2
Mx(t)=eut+l/26 .

In order to find the expected value one finds the first deriva-
tive of the moment generating function. This derivative is solved for
the expected value to x by taking the limit as t approaches zero.

ut+l/2 62t2

2
1im M(t) _ gim e (u+6"t)=u,

t20 dt2 t0

In order to find the variance one finds the second derivative of
the moment generating function, takes its limit as t approaches =zero,

and subtracts the square of the expected value. Using this information

one has

2 2 2,2
1im 4 Me(t)  qip oMt+1/26 Ca+52t)2+62e”t+1/26 t 42

+62,

50 dt2 t+0

Thus the variance is A42+52-(ﬂ)2=62.

The normal distribution has a graph that resembles a bell (see
page 8). Because of this it has often been called the "bell shaped
curve."

There is a special type of normal distribution. The standard
normal distribution is the normal distribution with# equal to zero
and the variance equal to one.

The Z test is associated with the standard normal distribution.
This test uses the normal distribution by standardization in order to

apply the standard normal distribution.



In order to use the 7 test one must have a null hypothesis and
an alternative hypothesis along with an alpha level which will decide
whether or not to accept the null hypothesis.,

The Z test is run in the following fashion:

x-.A

7= e

The 7 scores allow one to determine the probability of X being
less than 7. The probability percentages are determined from a Z table
which is based on the standard normal distribution. The null hypothesis
is accepted if the probability of X is less than the alpha level, a
number between zero and one.

As an example suppose that a patient arrives at Hornet Hospital.
In order to determine if the patient has a fever the staff assumes the
null hypothesis "The patient does not have a fever." The alternative
hypothesis is "The patient does have a fever." An alpha level of .05
is chosen,

Suppose that the mean temperature is 98.6 with a variance of 3,
The patient's temperature is taken and it is 100.1. Placing this data

in the 7 test equation one has

OO. "'9806
7= 100.1-98.6 o o66.

Vs~

The Z score is compared to a 7 table. The table says that 80.79%
of the population is to the left of the 7 score. This means that 19.21%
of the population lies to the right of the 7 score. Since 80.79 is less
than 100-5 one accepts the null hypothesis, "The patient does not have

a fever."
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THE CHI-SQUARED DISTRIBUTION

The chi-squared distribution is important to the T distribution
because it is related to the distribution of the variable in the denom-
inator of the T statistic. The chi-squared distribution is used as the
probability for the sample variances of samples from the normal distri-
bution.

The chi-squared distribution is a special gamma distribution. In
a chi-squared distribution the parameters of alpha and beta are assigned
the values of n/2 and 1/2 respectively. n becomes the degrees of free-
dom of the distribution.

In order to demonstrate that the gamma distribution is a true prob-
ability distribution one needs to look at the gamma function. The gamma
function is defined as follows:

o0
/()= ﬂ“'le‘xdx.

0

If o(>1 the /f:;5=(°<—l) / (e¢=1) which is shown by integrating

- -X - -X

by parts. Let u=x ¥ 1 and dv=e d¥X, then du=(o<-l)X°( de and v=-e ,
— “ ™ x-l, =X ” x o =2

(o= [uv]o -fvdu=x (e )= | -e (x-1)X “dx
o

0
s(%-1) [(«-1).
ce

-X
To evaluate k;3, /(1) is needed. /(l)=‘//; dX=1, thus
0
(0)=(n=1) (n-2)sreennasa() AD=(n-1)1.
For later use one needs to evaluate /(n+l/2). As shown previ-

ously for all ¢ 1 one needs to look at /375.
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O
[T7= [V Fax

0

If one lets X=l/2y2, then dX=ydy and

® 2
/175=21/20//;-1/2y dy.
0

As one can clearly see this integral is related to the standard

normal distribution., This integral equals the inverse of the constant

of the normal distribution divided by two since the integral only covers

half the area.
1/2(2»)1/24721)1/2
It now follows that

21/2(91/2= ql/2

As an example of how /[(n+l/2) works one should look at /(;7;3.
[(772)=(5/2) (3/2) (1/2) [1/2=(15/8) 2172,

Since the gamma function is now defined one can look at the gamma

distribution. It is necessary to show that it is a probability distri-

bution,

The gamma distribution is defined as follows:

/B x«-le—fx
Ji)

for X>0 and «,f>0

0 for Xgp



n

In order to integrate the gamma distribution one takes the con-

stants to the outside of the integration.

o0

o
£ (2
) J,

As was shown previously L x*le~ PXay=

and thus o m———1

0 F

A= A
F-(
for all possible values of xorB .

Since the chi-squared distribution is only a gamma distribution
with certain values for alpha and beta it becomes obvious that the chi-
squared distribution is a true probability distribution.

The expected value of the gamma distribution is «/Ff. The vari-
ance of the distribution is anQ. This means that in the chi-squared
distribution the mean is n and the variance is 2n.

The chi-squared distribution is the distribution of the squares
of the differences of X about the mean in a normal distribution., For
this reason the chi-squared distribution is the distribution of the
variable in the denominator in the T statistic.

There is a theorem that states, "If a random variable ¥ is nor-
mally distributed with expectation zero and variance one, then X2 has
a chi-squared distribution with one degree of freedom.”

0f course a normal distribution with expectation zero and a vari-
ance of one is the standard normal distribution. By using this form
of the normal distribution one can later standardize other normal dis-
tributions into the standard normal distribution.

One can prove the theorem by working out the probability that

[%u] .
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Ja VA
2 2
It is G(U):(Qﬂ')—l/zf;—l/Qz dz:g(gp)‘l/?[e-l/?z .
L

s . . 2
If one changes the variable of integration to v=z , then one

obtains the result of

7}
G(U)=(W)-l/ny-l/Qe—l/zy dy.

[o]

One can now proceed to the general case. The moment generating

function of the chi-squared distribution is

f(e)= f& -l -1/2uttuy,
o

If one changes the variable to v=(1/2-t)u, one has

'r(t)=2/\(l-2t)~’\°<fv)\_le-vdv.
O

The first and second moments of the chi-squared distribution can

easily be calculated by definition of the moment.

- oo
< = J(;pdG(H)i//’;ng(u)du.
n % A

The expectation and the variance of a random variable v with a
chi-squared distribution are

E(y)=<{l=f where f is the degrees of freedom and
2 2
¢ 72y )-(B(N) = o -~ 2ot

If v and z are independent random variables having chi-squared

distributions with £ and f' degrees of freedom, then as shown on the
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previous page the moment generating functions are

-1/2f 1/2f!

(1-2t) and (1-2t)"
The moment generating function for the sum y+z is the product of

the moment generating functions for y and z. Hence it follows that:

If two independent random variables have chi-squared distributions with

f and f' degrees of freedom, then their sum has a chi-squared distri-

bution with f+f' degrees of freedom.

A general theorem can be drawn from this result. If Xl’XQ"""Xn

are independent normally distributed random variables with expectation

zero and variance one, the sum of squares

2_2.v2 2
'X—X1+X2+. cos .+Xn

has a chi-squared distribution with n degrees of Ffreedom.

There are graphs of several chi-squared distributions on the

following page.
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THE STUDENT'S T nISTRIBUTION

The student's T distribution, or called simply the T distribu-
tion, is a combination of the normal distribution and the chi-squared
distribution and is used when the only data that are available are from
a small sample.

The T distribution depends on a degrees of freedom value in order
to determine the appropriate probability function. The degrees of free-
dom is a characteristic inherited from the chi-squared distribution.
The T distribution changes from a Cauchv distribution when the degree
of freedom is equal to one to the normal distribution as the degrees
of freedom approach infinity,

The T distribution is defined as a funection with

Y

2.1/2
() /

where Y is normally distributed and 7 has a chi-squared distribution
with a degrees of freedom of n. By the change of variable technique,
this function of Y and 7 can be reduced to a distribution function of

a single variable.

If X= X and W=7, then Y equals (l/nl/Q)XWI/2 and 7 equals W.

4

(_)l/?

n

One now sets up the Jacobian Transformation (47 in order to find
the necessary multiplier in which the function in ¥ and W will be equiv-

alent to the function Y and 7 upon integration.



16

This Jacobian matrix is as follows:

-1/2 - -
0 1
The determinant [5] of this matrix is n_l/QWl/Q.

The probability density funetion f(Y,7)=Jf(X,W). By replacing

7 and Y with their equivalent in X and W one has

2
-1/2 .
£0x,W)=aiP /2 o=1/2(14X7)2W/n

+1)/2
with the constant c= [;(n (nﬂ')l/2 /(n/Qi]

In order to turn the function into a single variable function it

is now necessary to remove the W by integration.

g(X)= f(x W)W = X )-(n+l)/2

nml/? /';

The T distribution is a probability distribution since it is the

product of two probability distributions with one variable integrated
out.

The expectation of the T distribution is present only when n is
greater than one. When the expectation exists it is zero. This can be
proved by using the derived function for the T distribution; multiply-
ing it by X and then integrating the function from infinity to negative
infinity.

n+l
(—= > )

(n—ml/Q /(‘g)

Let c=
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@

2 (-n+l)/2 }*°
c[;((l+X2/n)'(‘n+l)/?'dx= o+ (X' /m) re* 00
-0n -n+l
2 00

As one can clearly see that when n equals one the integral cannot
be defined because division by zero is undefined.

The variance does exist for n greater than two. This can be
proved by using a substitute for X.

The integral for finding the variance around the expectation of
zero is as follows with ¢ equalling the same as it did in the previous

integration.

,j;%Q(1+X2/n)-(n+l)/2dX=E(X-n)2

Do

The integration is divided in half and the integration only from zero

to infinity is considered.

2
X
= 2 1/2 -1/2
- X v dX_ n N4 1
If y= n th —_ == d == — ——
y X2 s en n Ty an Iy 2 (l—y O )? dy.
1+— -y
n

s sas 2 . s
Because of the definition of X /n by y the new integral is inte-
grated over the interval of zero to one since as X approaches zero y
approaches zero and as X approaches infinity v approaches one.

The new integrand becomes

-(n+1)/2 _1/2 1/?
(ny) v n N 1
=y (I9%) 5> (3 (1—v)2) .

This can easily be changed to

2 - =2
(ny) (1-y)~L(1-y) (P12 0112 =172y 31720 047
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This newer form of the Integrand allows the exponents to be combined
more easily.

Now one integrates the complete function by putting the constants
outside the intepgration and integrating only the variables. This gives

the following integration:

! n-u

1/2 2 -5~ 2

0‘21 (n)f(y)l/ (1-y) dy.
[74

This integration yields the following:

172 [F F 1/9 (7n )
— 17 1f2/‘ = 2/;
[ : z

Since this only covers half the interval it becomes essential to multiply

(n

by two. Thus, the function loses the one one half term and it becomes

(n-2
2 2
ﬁ
2

Regardless of whether n is even or odd the ratio of the two gamma

Nf S

functions is 1/((n-2)/2). Thus the final quantity left is ... There-
n-2

fore this must be the variance of the T distribution, If n were less

than two the variance would be negative, which is impossible. If n were

two the division by zero would not be defined. Therefore the variance

does not exist for n less than three.
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THE F DISTRIBUTION

The F distribution (the F is for Fisher) has some importance to
the T distribution in two facts. The F test is used to determine if
two samples have the same variance and two, the F distribution with one
degree of freedom in its numerator is equal to the square of the T dis-
tribution with the same degrees of freedom as the denominator under a
zero hypothesis.

The F distribution is used to run a test in order to see if vari-
ances are similar or not. It consists of two variables with degrees of
freedom for each. The two variables both have a chi-squared distri-
bution. One variable, divided by its degrees of freedom, is divided bv
the other variable, divided by its degrees of freedom.

The F distribution is composed of two chi-squared distributions.
Due to this relationship the F distribution is a probability distribution.

In creating the F distribution X=(Y/m)/(7/m) where Y and 7 are
independent and have chi-squared distributions with m and n degrees of
freedom respectively.

The equation of the F distribution with Y and 7 is as follows:

g(Y,7)=cy(M/2)=1,(n/2)-1,-(Y+2)/?

. (ntm)/2 /4 n -1
with ¢ equal to (2 /?;5 /Z;) ) .

The variables are now changed from Y and 7 to X and 7. By defi-
nition of X, Y = XmZ/n. All one needs to do is replace Y with its equiv-

alent in X and 7 and then multiply the factor bv dY/dX, mZ/n.
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The new function becomes

g<x,z)=c(sz/n)(m/2)'12(“/2)'1e'((me/“)*Z)/sz

/D
In order to change the function from a two variable function one

needs to integrate the function by 7.

oo

g(X)zc(m/n)(m/Q)X(m/Q)-l‘),;}(m+n)/2)-le-((Xm/n)/Z)ZdZ
—ed

This funetion equals

(m/2)x(m/2)‘l —(mtn)/2

g(X)=e(m/n) (m+n)/2  (((Xm/n)+1)/?) .

As was stated earlier the F distribution with one degree of free-
dom in the numerator is equal to the square of the T distribution with
the same degrees of freedom as the denominator of the F distribution
when using the hypothesis that the mean is zero,

One should compare the definitions of the two distributions. The

T distribution is defined as follows:

X= ?§3T75
n
where Y and 7 are independent with n the degrees of freedom.

As one can clearly see that when m of the F statistic equals one
and Y equals zero the difference between the terms is the square of the
denominator.

Using this comparison in the F test allows one to use the T test
instead of the F test in regression analysis with a hypothetical wvalue
of zero, This subjectvwill be discussed further in the section on

regression analysis.



APPLICATIONS OF THE T TESTS
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THE T TEST

When one is testing a hypothesis of a normal distribution the 7
test is used with known parameters. However, if the parameters{ and
02 are not known then thev will need to be estimated. The 7 test can
be used if one knows the variance, but if the variance needs to be
estimated then the T test must be used.

The T test is used to estimate the probability of a hypothetical
value which is assumed to have a normal distribution. It resembles the
7 test.

When the T test is used a number of things must be completed be-
fore the actual computations are started. First one must select a
hypothetical value for a mean. This iIs called the null hypothesis. An
alternate hypothesis is selected such that if the null hypothesis is
false then the alternate hvpothesis is true.

Another value that must be known before the T test is started is
the alpha level., Alpha is a number between zero and one. A probability
area under the T curve is created such that the probability that the
hypothetical value lying in the area is equal to one minus alpha. If
the hypothetical value lies in the specified area the null hypothesis
is accepted. If the hypothetical value lies outside the specified area
the altermate hypothesis is accepted.

When the hypothesis says that the hypothetical value is greater
than or equal to the sample mean then the area in which the value must
lie in order to be acceptable lies to the right of a line under the T

curve which divides the area under the T curve into two sections. The
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section to the left has the area of alpha. The section to the right
has the area of one minus alpha. The sections are reversed when the
null hypothesis claims that the hypothetical value is less than or
equal to the sample mean.

When the null hypothesis states that the hypothetical value equals
the sample mean the acceptable area under the curve is limited on two
sides. The acceptable area, the area in the middle, is equal to one
minus alpha, however the area of the two unacceptable areas, which are
equal to each other, are equal to alpha divided by two.

At this point the mean and the variance need to be estimated. In
the normal distribution ?h is the unbiased estimator of 4. This is
because for some unknown mean £ the E,((f()(l,xz,....,Xn))= g for any
possible value of f§.

Now it is necessary to estimate the variance 63. One considers
the estimate Sg for 62. = (1/n) Zi_ (Xo-Xn) Using the identity

i=1
we observe

n
T (X -m= S_ (x;-%_ )2 (¥ ).
i=1 i=1

. - 2
Since X; has a mean M4 and a variance 6°, then

E [(X--/l) J -(l/n)n6 = o’ . Therefore | [(l/n) 2 (X -,w]
1 i 2 ((x-,u)] =1h42 47
n e 1 n *
i=1
The sample mean X has a mean M and a variance 52/n. Because of

— 2
this fact £ [ (X -4) ] = 6°/n.

It now follows that since

2_n-1

2 2
R(sp)= 6 - 26°= 122 6>
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2 . . . 2, . .
S0 is not the unbiased estimator. However, S1 is the unbiased estimator

since Si is defined as

yJ 1 8 _ 2
s; = —— Zl(xi-xn) :

n-1 52

The T test is in the following form:

(X-4)
e 0

Vn.
S

When the T score is obtained it can be compared with the table of
values which is in the back of this paper. It should be compared with
values in the test's degrees of freedom which are n-1.

In order to show how this works one should consider the following
example.

Coach Welch is the track coach at Hornet High School. He has been
told that the average long jumper can jump seven meters. Coach Welch
feels that he has better than average long jumpers on his team. He has
decided to check his hypothesis with a T test.

Coach Welch's null hypothesis is "The long jump squad is average
or below." The alternate hypothesis is "The long jump squad is better
than average."

Coach Welch chose an alpha level of .05, Since this is only a
one sided test the only boundary of the test is dependent on the degrees
of freedom. Since there are fifteen members of the long jump squad the
degrees of freedom will be fourteen. This means that the T score cannot
be greater than 1.761.

Coach Welch has all the members jump for their best length. The

results are as follows:
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7.3, 6,9, 7.6, 6.6, 7.5, 7.6, 8.0, 7.9, 6.7, 8.1, 6.9, 7.1, 7.0,
7.2, 7.9.

The mean is 7.35. The variance is 0.238. This makes the stand-
ard deviation 0.488,

Coach Welch puts these numbers into the T test and he has

= (7.35-7.00) ;e
= —%mes - U5

The T value is approximately 2.78. Since 2.78 is greater than 1.761
Coach Welch rejects the null hypothesis and accepts the alternate hypoth-

esis. Therefore Coach Welch has a better than average long jump squad.
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THE PAIRED SAMPLE T TEST

When two samples are taken from a single set a modified T test
can be used. This test will use a covariance of the two samples.

In this test one would gather data in pairs in this manner:

Identity Data
1 X11:%91
2 X12:%99
n xln’xzn

Since the two samples are assumed to be dependent they have a
covariance and a correlation value. The correlation value and the
covariance are needed in order to operate this test.

In this test the mean is obtained the same way as in the regular
T test. The variance is found in the same manner, also. However, the
covariance is found in a specific manner. Let Sij be the estimate of
the covariance. Si' is found in the following manner:

1
Sis =i o (XX ) (X% ).

By definition the correlation equals O;j/ Gli 6&. By using the

maximum likelihood estimate [67 and letting rij be the estimate of the

correlation
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In the paired sample T test, after one has determined one's hy-
pothesis and one's alpha value, the T score is determined as follows:

(T-§) Vn

S where gis the hypothetical value, d equals ?i-ié,
d

T=

2 2 2 .
and Sd equals Sl+82-28182r12 with n-1 degrees of freedom,

As an example one should look at another problem of Coach Welch's
track team,

Coach Welch has decided to change the high jump style from the
flop to the roll., However, Coach Welch would like to know what the dif-
ference, if any, there is between the heights achieved using the differ-
ent methods.

There are seven members of the high jump squad. Coach Welch will
use the null hypothesis "There is no difference in heights using the
different methods." The alternate hypothesis is "There is a difference
using the different methods." Coach Welch chose the alpha level to be
.05,

With this information Coach Welch knows that there are two bound-
aries with six degrees of freedom. The alpha level is divided in half

and the critical points are 2.447 and -2.u447,
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The data are as follows in meters:

Identity Flop Roll
1 1.82 1.92
2 2.03 l.88
3 1.74 2.15
L 1.97 1.99
5 1.76 2,00
5] 1.69 1.89
7 2.09 1.91

From these data Coach Welch knows the mean value of the flop is
1.871, the mean value for the roll is 1.963, the standard deviation of
the flop is 0.157, and the standard deviation of the roll is 0.03u8,

The covariance is ~,0133,
Coach Welch now places the appropriate value in the correct places

and he has

_ (2.092-0) V7T | . 4,
7= 0.255 ST

This is elearlv not beyond the c¢ritical value and therefore there
is little probability that there is any difference in heights due to

the change in methods,
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THE TWO SAMPLE T TEST

When there is a single population and a factor Y which divides
the population into subpopulations, the subpopulations can be compared
using the two sample T test.

In this test it is not important to have equal numbers of data.
There is no covariance nor correlation involved in performing the test.
The only fact that needs to be added to the means and the variance is
whether the variances can be assumed to be the same. This requires the
F test.

After one finds that the variance can be assumed to be equal, the
parameters are found in the following ways:

n
X=(1/m) 3 ox;
i=1

2 n -
1=(1/n-1) jg;l (%;-X)
l:

The T score is found in the following manner:

T 1l 2
S (}— +1)1/2
1Y ny n,
2 2

Sﬂis the hypothetical value with n -2 degrees of freedom,

17"
As an example one can look at the efforts of Coach Welch, again.

Coach Welch has two groups from his track team, the shot putters and
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the discus throwers. Coach Welch wants to see if there is any difference
in the amount of weight the different members can bench press.

There are seven shot putters and nine discus throwers. The null
hypothesis is "There is no difference in the weight the two groups can
press." The alternate hypothesis is "There is a difference between the
two groups in the amount of weight that can be pressed by each group."
The alpha level is .10.

The data in kilograms for the shot putters are as follows: 113,
145, 126, 172, 119, 168, 150,

The data in kilograms for the discus throwers are as follows: 134,
167, 189, 174, 125, 149, 188, 154, 133.

The mean for the shot putters is 141.9; the standard deviation is
23.38. The mean of the discus throwers is 157.0; the standard deviation
is 23.92.

The F test boundaries are 5.14 and .2203, The F test is set up
as follows:

23.38/6 _
23.92/8 ~ 1.303

F=
Since the F statistic is within the critical boundaries Coach
Welch can use the two sample T test. The critical values, or boundaries,

for the T test are 1.761 and -1,761, The T score is

_ (141.9-157.0)-0  _
= 775 = -2.51.
23.69(1/7+1/9)

T

The T score is obviously greater than the larger critical value.
Therefore Coach Welch concluded that the discus throwers are better at

the bench press than the shot putters.
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THE WELCH T TEST

If one has the same conditions as needed for the two sample T test,
two subpopulations of the same population, except that the variances can-
not be assumed to be equal, then the Welch T test is needed to compare
the two subpopulations,

The degrees of freedom and the combined standard deviation are
determined differently than the way they are in the two sample T test,
The T score is figured as follows:

X -%X.-§
T2 ibommeim
\/“5’"‘3‘4

ni(nl-l) ' ng(ng-l)
This does not always result in an integer, but one can interpolate for
the right critical values.

One should look at another example from Coach Welch's problems,
Coach Welch decided that he wanted to know which group could create the
greatest distance from the highest reach standing to the highest reach

jumping. He took the data from his high jump squad and his pole vault

squad.
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Coach Welch's null hypothesis is, "There is no difference between
the distance of the two squads in the difference from the standing reach
to the jumping reach." The altermate hypothesis is, "There is a differ-
ence between the distances of the two squads in the differences from
the standing reach to the jumping reach." The alpha level is .10.

There are eight members of the high jump squad. Their data are
as follows: .65, .86, .77, .69, .80, .76, .75, .72.

There are nine members of the pole vault squad. Thelr data are
as follows: ,92, .u2, ,97, .45, .50, .76, .41, .u4l, .96,

From these data Coach Welch knows that the mean of the high jump
squad is 0,75 with a standard deviation of 0.065, and that the mean of
the pole vault squad is 0.7u44 with a standard deviation of 0.2R1,

The degrees of freedom for the F test are 7 and 8. Since the
alpha level equals 0,10 the critical values are 5.40 and 0.201. The F
test is as follows:

_ 0.004225/7

F= 0.0789678 = 0,061185,

Since the F score is less than 0,201, which is the lower boundary
to the acceptable interval, Coach Welch does not believe that the vari-
ances are equal, Therefore Coach Welch needs to use the Welch T test.

The degrees of freedom needed for this test is determined as
follows:

2
(.004225/8 + ,078361/9)

= 8,988,

.000017851 + ,0062348
6u(7) 81(8)

Now Coach Welch will find the T score knowing that in order for
the null hypothesis to be accepted it must lie in the range between

"l. 835 and l. 835.
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The test is as follows:

T: -75-.7'4“‘0 = .062210

.004225 + 0,078961
8 9

Since this score is within the interval Coach Welch accepts the

null hypothesis.
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THE T TEST FOR REGRESSION ANALYSIS

A regression function exists between a dependent and an independ-
ent variable when there is a correlation of the two variables. When a
function is linear in parameters then one has a linear regression model.
In other words, the dependent variable is repressed on the independent
variable.

In one's work with regression analysis using the T test one will
try to obtain the best estimate of the parameters and hypothesis about
the parameters.

The strength of the linear relation is measured by the simple
correlation. The correlation lies between one and negative one. The
greater the absolute value of the correlation the greater the strength
of the linear relation. If the correlation is one or negative one then
there is a completely linear relationship between the dependent and the
independent variable,

In simple linear regression one has a pair of observations from
a single population (X,,Y,), (XQ’YQ)"“"’(Xn’Yn)' There are two meth-
ods by which one can create a regression function. In the first method
X is set up at different intervals and Y is then obtained and a least
sum of squares line is drawn. In the second method the X is a random
variable and thus so is the Y variable,

The correlation value r is equal to

n
2. (1R (7D
l L4

i=
=
n n
[2 x.-D2 S (v,-D°| /2
=1 '

i=1
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One could check the strength of a regression equation from the absolute
value of r.

The theoretical model of a simple regression equation is

y,= ﬁ0+ ’lei+ei .

This is called the simple linear regression model of ¥ on X where E(ei)=0

and the variance of e, equals <72

l ’ i=l,2,...’n.

b0 and bl are the estimators of 'ﬁb and ﬁa by minimizing the sum
of squares of the deviations.

n
S= 2 (y

-8~ F x.)’
i=1l 0 1

i

The estimators are referred to as the least-square estimators.

The estimated regression equation is

A
= + .
A b0 blx

bl is ealled the regression coeffieient, and b0 is called the intercept.
- & 2 - .
Before one can hypothesize one needs to find 82. S is the vari-
ance around the line of the error.

One finds it by the following:

M:’

2
' -b -1) x, )
(_ - 0 l

N
[t
n

n-2

In order to find T one would compute the following equation:
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_A (0) 2
by { S

T= where V(b,) = — o
[ve)] S (x-D
i=1

The T score for testing y is obtained by the equation

A (0) -2 1/2
T= X:%}__. where P= S | (1/n) + - (x=X)

Z_ (Xi"-i)Q

i=1

As an example one should look again at the problems of Coach Welch.
Coach Weleh wishes to recruit taller runners because Coach Welch believes
that taller athletes run faster than shorter ones.

Coach Welch has taken data from twenty runners. He arrives at the
equation that regresses height in meters to velocity in meters per second.
The equation is as follows:

v m/sec = .45+.55x meters.

Coach Welch also found that G(bl) equals .025. Coach Welch states his
null hypothesis as follows: "The correlation coefficient, or regression
coefficient, is zero." The alternate hypothesis is naturally "The cor-
relation coefficient is not zero." The alpha level is ,05. The degrees
of freedom are 18, n-2,

» 55"‘0

T= = 1.1,

T had to lie within the interval (-2.101,2,101) which it does.
Therefore Coach Welch concludes that there is no correlation between an
athlete's height and an athlete's velocity.

Multiple regression is a form of vegression. The difference from
simple regression is that one tries to find a relation between a single

dependent variable and two or more independent variables. A regression
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equation of multiple coefficients would look something like the follow-
ing:

y= ﬁ%+ﬂaxl+.....t7nxn.

The test of hypothesis for each single coefficient is an F test

whiech looks like

2
b

F= __________—-where se(b ) is the standard error of the coeffi-
[;e(b ):] 2

cient. However, as shown in the section about the F distribution, when
one uses a hypothesis in which the coefficient is zero, the square root
of the F test is really a T test with the denominator's degrees of free-~
dom. In this case it is n-p-1 where p is the total number of coeffi-
cients in the regression equation.

If one only wanted to test whether the correlation is zero one
could use a T test that is related to the T test just mentioned., ILet

=r =0

r equal the correlation. If one had a hypothesis such as Hy= vh. e

one could test using

Toh.c Y/ (n-k-2)

T=

where h becomes the variables in the regression equation which affeets
the coefficient, c becomes the variables in the regression equation
which are kept constant, k is the number of variables in ¢, and n is
the number of variables in the regression equation. The T distribution

has n-k-3 degrees of freedom.
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CONCLUSION

The T test has greatly aided the statistician who does not have
a great deal of time, or material, or money to spend on gathering sta-
tisties. The T test has allowed him accuracy even though the number
of data is quite small.

The examples that were used were centered around track and field
which is not considered a major science. It was demonstrated that the
T test has a great deal of application outside the basic sciences and
pure mathematies.

The T distribution is easy to use and is limited only by the

imagination of the statistician performing the tests.
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REFERENCES

1, }J(X) is the normal distribution of x.

2.

The expectation of a probability function F(x)

= Zi xF(x).
x

The moments of a function are the expectations of Xk where k is an
integer designating the number of the moment. The moment generat-
ing function is the expectation of (etx).

The Jacobian linear transformation is a method of changing variables
in one equation into another equal number of dependent variables

and creating a new equation which is equal to the original equation
only with new variables. & matrix is set up as follows and the

determinant is determined.

1 eoee s 0o ds‘l\’

dyl dyn
L B B BB B I B ) dSn
o o)

The determinant of a two by two matrix is a®*d-b*c where a,b,c, and
d are in a matrix as follows:

a b

c d

If the random variables Xl,...,Xn form a random sample from a dis-

crete distribution or a continuous distribution for which the
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probability function of the probability density function is f(x/8),
where the parameter 0 belongs to some parameter space SE , and g is
either a real-valued parameter or a vector then for any observed
vector l{_:(xl,.....,xn) in the sample, the value of the joint p.d.f.
of the joint p.f. is the likelihood function, denoted as fn(}_c o).
The maximum likelihood function has a maximum likelihood estimator
if for each possible observed vector x, there is a g(§)€ SEwhich
denotes a value of §€ which maximizes the maximum likelihood func-

tion and 6‘ = 8(3{_) then © is the maximum likelihood estimator.
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TanLE &, Percentiles of the Student’s 1 Distriberion (Scction 1.2.7)

e y T "

V” 005'/? 75“;’, , 90"1‘_ 057, 97.5’/. 99';’. 99.5]‘ 99.95'“,-
1 325 1.000 3.078 6.314 12.706 31.821 63.657 610
2 289 8§16 1.556 2.920 4.303 6.065 9.925 21.598
3 27 75 1.638 2.353 3.182 4.541 5.841 12041
4 271 741 1.533 2.132 2.776 3.747 4.004 B.610
5 287 727 1.476 2.¢15 2 571 3.365 4.032 6.559
6 265 718 1.440 1.€43 2.447 3.143 3.707 5.059
7 263 711 1.415 1.865 2.3565 2.998 3.499 5.405
5 262 706 2.397 1.660 2.308 2. 506 3.355 5.041
@ 261 703 1.283 1.833 2.262 2.821 3.250 4.781
10 260 00 1.372 1.812 2.228 2.764 3.169 £.587
1) 260 697 1.263 1.786 2.201 2.718 3 165 4 437
12 259 695 1.356 1.782 2.179 2 681 3 055 4 318
13 259 694 1.350 1.771 2.160 2.650 3 D12 4.221
14 258 692 1.345 1.761 2 145 2.624 2.977 4.140
15 258 691 1.341 1.753 2.131 2602 2 ¢47 4.073
16 25 (€30 1.337 1.746 2.120 2.5%3 2.621 4.015
17 257 €9 1.333 1.740 2.110 2.567 2.628 3.005
18 257 G883 1.330 1.734 2.101 2.552 2 878 3 922
19 257 688 1.328 1.729 2.003 2.529 2.861 3.883
20 257 687 1.325 1.725 2.036 2.528 " 2.845 3 850
21 257 636 1.323 1.721 2.050 2.518 2.831 3 8§19
22 256 686 1.321 1.717 2.074 2.508 2. 819 3.792
23 256 655 1.319 1.714 2.009 2 50 2.507 3 767
24 .25 GS5 1.318 1.711 2.064 2.492 2.797 3.745
25 256 654 1.316 1.708 2.050 2.485 2.757 3 725
26 256 654 1.315 1.706 2.056 2.479 2.77%9 3.707
27 256 6S4 1.314 1.703 2.052 2.473 2.771 2 650
2 256 683 1.313 1.701 2.048 2467 2.763 3 674
29 256 €3 1.311 1.6%9 2.045 2.462 2.756 3 659
30 256 683 1.210 1.687 2.042 2.457 2 750 3.646
40 .255 651 1.303 1.684 2.021 2.423 2.704 3.551
60 | 254 679 1.296 1.671 2.000 2 320 2 660 3.460
120 .254 677 1.2¢9 1.658 1.6380 2.358 2 617 3.373

- 253 674 1.282 1.645 1.660 2.326 2.576 3.291

« Table S is taken frum Table 111 of R. A. Fisher and F. Yales (1963): “'Stotistical Tables for
Biological, Agricultural and Medical Rescarch,” published by Oliver and Boyd, Cdinburgh, and
used by permission of the zuthors and publishers.
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