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CHAPTER I 

INTRODUCTION 

There are many topological spaces that are not com­

pact, just as there are metric spaces that are not complete. 

The question arises, is there a process to compactify a 

topological space corresponding to the completion process 

of a metric space? And, if a process does exist, what 

relationships exist between the original space and the new 

compact space? Topologists have produced a large quantity 

of material in answering these questions. 

1. THE PROBLEM 

The purpose of this study is to develope the methods 

of compactifying a topological space and to show what rela­

tionships hold between the original space and the new com­

pact space. Proofs concerning topological spaces are, at 

times, made simpler if the topological space in question is 

compact. Thus, if the space in question can be compactified 

and if several important relationships hold between the new 

compact space and the original space, then the topologist 

has a useful tool. Compactifying different types of topo­

logical spaces produces examples and counterexamples of 

various topological spaces. 

1 
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Since there has been a very extensive development 

of the problem under consideration, this paper can only 

develope a portion of the solution. The areas covered 

in this paper are such that the reader with an introduction 

to topology should be able to follow with little difficulty. 

2. BRIEF HISTORY 

Compactifications are in part dense ernbeddings, 

and as such are sometimes referred to as extensions of 

spaces. In 1913 Caratheodory stimulated the development 

of extensions by his work on "prime ends." But it was 

not until 1924 (Thron ~4, 131J ) that Tietze, Urysohn, 

and Alexandroff used the concepts of and formed the one­

point compactification. In 1930 Tychonoff showed that 

completely regular spaces could be extended to compact 

T2-spaces, for which he used the product space of closed 

intervals [11, 144J. Then in 1937, independently and 

using different approaches, E. 
~ 

Cech and M.H. Stone 

obtained what is now known as the Stone-Cech compactifi­

cation. Other types of compactifications have been 

developed since then, see for example Thron[14, 13~ or 

Gillman and Jerison [5, 269-70J • 

3. DEFINITIONS OF TERMS USED 

The reader is assumed to have a basic knowledge of 

topology and to be familiar with the basic terminology. 
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Definitions of terms fundamental to the entire paper are 

presented here, other definitions can be found in the 

chapters where they first appear. The reader is referred 

to Simmons[12] for definitions not listed in this paper. 

DEFINITION 3.1 A class (Oi} of open sets of 

the topological space (X,1) is said to be an open cover 

of X if and only if X is contained in the union of 

{Oi} • 

DEFINITION 3.2 If {OJ} is a subclass of the open 

cover {Oi) such that {OJ} is an open cover itself, then 

{OJ) is called a subcover. 

DEFINITION 3.3 (X,1) is called a compact 

topological space if every open cover of X contains a 

finite subcover. 

DEFINITION 3.4 If (Y, 1') is a compact topo­

logical space such that (X, /() is homeomorphic to a 

dense subspaoe of Y, then (y, 1') is called a compacti­

fication of (X, r). 
After it has been established that (X, 1') is 

homeomorphic to a sUbspace of (Y, 1" ), X will be fully 

identified with its homeomorphic image. For example, 

instead of saying heX) is open in (y, 1') it will be 

stated that X is open in (y, 1" ). 



CHAPTER II 

ONE-POINT COMPACTIFICATION 

1. INTRODUCTION 

In this chapter the concept of a one-point compacti­

fication is developed. The main purpose of this chapter is 

to introduce the structure of a one-point compactification 

and to note some of the relationships between a topological 

space and a one-point compactification of the space. An 

important aspect of a one-point compactification of an 

arbitrary topological space is the relative ease of the 

construction. 

DEFINITION 1.1 (Y', '(.) is a one-point compactifi­

cation of (X, 'I ) provided (y., l' ) is a compactification 

of (X, i) and Y' - X is a singleton set. 

2. THE TRIVIAL ONE-POINT COMPACTIFICATION 

Several constructions of a one-point compactification 

are available. One of these constructions is a one-point 

compactification of any topological space (X, (). This 

construction of a one-point compactification is done in 

a trivial manner and may be called the trivial one-point 

compactification. It is formed by adding a distinct new 

single element 00 to X and by adding only one new o-pen 

set to '1. The open set to be added is X U {QO J. This 

4 
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space is clearly compact since the only open set containing 

the point co is the set X u {oo }, which also covers the 

entire space. This new space is clearly not TO. Thus 

very few relationships carryover from the old space to 

the new compact s~ace. Hence, better constructions of a 

one-~oint compactification are needed. 

3. ALEXANDROFF ONE-POINT COMPACTIFICATION 

DEFINITION 3.1 The Alexandroff one-point compacti­

ficat ion of a topological space (X, '() is the set XI = 

X LJ (co}, where CO is any element which is not a member of 

X. ~he topology of X' consists of the open sets of X 

and all subsets of the form H U(ex:>} such that the comple­

ment of H in X is compact and closed in X. The 

Alexandroff one-point compactification of (X, 1) is 

denoted by (X ", 1'). 

The rest of this section will show the relative 

importance of the construction of the Alexandroff one­

point compactification. 

THEOREM 3.1 Let (X', 1') be the Alexandroff 

one-point compactification of the topological space 

(X, -( ). (X', -(,) is a compact topological space. 

PROOF. Since 15 belongs to -(, 15 belongs to 1". 

The null set is compact and closed in X, hence XU{co} or 

X' belongs to fl. Let A and B be any two distinct 

elements of fl. If A and B both belong to ~ then 

An B be longs to r and hence to 1", also arbitrary unions 
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of elements in l' belong to l' and hence to 1". If 

A and B both do not belong to ~ then let 

A :: Cx(P) U {co} and B:: Cx(Q) U {oo } where P and Q 

are compact closed subsets of (X, 1" ). Then, AU B :: 

(Cx(P) U (CD} ) U (Cx(Q) U \. oo} ) :: (Cx(P) U Cx(Q» U{CO}:: 

Cx(P()Q) U{co}. But since the intersection of two com­

pact closed subsets is compact and closed, it is seen that 

AU B belongs to 1'. The intersection of any collection 

of compact closed sets is compact and closed. Thus it 

follows the union of any collection of elements in 

'1' - 1 belong to 1'. Now An B:: (C (p) U {oo} ) ()x 

(Cx(Q) U { 00 1) == [Cx(P) () (Cx(Q) U { oo} )J U 

[{ oo} n (Cx(Q) U { 00 1)J :: [(Cx(P) n Cx(Q» U (Cx(P) C\ {(X)1)J 
U tOO J== (Cx(P) n Cx(Q» U {oo 1:: Cx(PUQ) u (CX) } • 
But since the union of two compact closed subsets is compact 

and closed, it is seen that A (\ B belongs to 1'. 

Suppose A = C (P) U l 00 1 and B belongs to 1',x 

then AU B == (Cx(P) U l co 1) U B = (Cx(P) U (oo}) U 

Cx(Cx(B» := (Cx(P) U Cx(Cx(B))) U (oo}= Cx(P () Cx(B» 

U t CO 1· Since B is open in X, C (B) is closed in X x 
and hence, since P is closed and compact, pnCx(B) is 

closed and compact in x. Thus AU B = C (P n C (B) ) U (<:X) }x x 

belongs to f'. Now Af\B == (Cx(P) U {oo} )(\B == 

(C (P)f1B)U ({OO)(\B) :: CX(P)OB. Since P is closed 
x
 

in X, C (p) is open in X and hence C (P) nB belongs to 1 .
 
x x 

Therefore, A (\ B belongs to 1'. ThuS (x', 1') satisfies 

the requirements for a topological space. 
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Let t°i ~ be any open cover of X' • Since each 

°i is open in X', each 0i is either an open set in ~ or 

is of the form Cx(P) U {Q)} where P is a closed com­

pact subset of X. Since {oi1 covers X', some fixed 

° j in { Oi} contains the point co. It follows that 0. 
J 

is of the form CX(K) U {oo} where K is a closed compact 

subset of X. Considering that K is compact there exists 

a finite subcover of that covers K. Note that{Oi} 

K U° j :: K U (CX(K) U tCD} ) = X UtCO) = X'. Therefore, the 

finite subcover of K together with 0. covers X' • Thus 
J 

X' is compact. 

THEOREM ).2 The relative topology on X in (X', 1'), 

the Alexandroff one-point compactification, is 1. 
PROOF. Let (X', {,) be the Alexandroff one-point 

compactification. By the definition of the Alexandroff 
~ r('"

one.-point compactification I ~ J • 

Assume that ° is any open set in X'. Therefore 

° is either of the form C (K) U {oo1 or ° is in 1'. 
x 

If ° is in 1 then on X ::: ° is in the relative 

topology. If ° is of the form C (K) U {(l)} then x 
On X = (CX(K) U {ro} )n X = CX(K). Since K is closed 

and compact in X, CX(K) is open in X and is in 11 • 
Thus the relative topology on X in (X', 1') is 1'. 

THEOREM ).) (X, -f) is not compact if and only if 

X is a dense subset of (X', 1'). 

PROOF. Assume that X is not compact. Since X 

is not compact its complement in X, ~, union with {m} is 
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not in "( '. Therefore {co} is not in r(. and hence is 

not open in X'. ThUS every open set in X' containing 

CO must contain some point of X, and hence X is dense 

in X'. 

Assume that X is a dense subset of X'. Since 

X is dense in XI every open set in XI containing 00 must 

contain some point of X. Therefore {coJ is not in 'I'. 
Since {a>J is not in 1", ¢ cannot be the complement of 

a closed and compact set in X. Thus X is not compact. 

COROLLARY 3.1 (X, 1') is compact if and only if 

the point 0) is not an isolated point of (X I, 1"). 
PROOF. The proof follows from the preceding theorem. 

THEOREM 3.4 The Alexandroff one-point compactifi­

cation (X', 1") of a non-compact space (X, 1') is a one­

point oompactification. 

PROOF. The result follows from Theorems 3.1, 3.2, 

and 3.3. 

The Alexandroff one-point compactifioation is thus 

a one-point compaotification. The next theorem shows why 

if anyone-point compactification is to be used, the 

Alexandroff one-point compactification is the one con­

sidered most often. 

THEOREM 3.5 If anyone-point compactification 

(y, 10 ) of (X,'() is a T2-space, then (Y,1 ) iso
precisely the Alexandroff compactification. 

PROOF. Assume that Y is a T2-space, then too} is 

closed in Y and hence X is open in Y. If Q is any 
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open set in 1', Q is an open set of X as a sUbspace 

of Y • Therefore there exists an open set M of Y 

such that MOX = Q, but this implies that Q is also 

open in Y. Let N be any open set in Y such that tt>¢N. 

Therefore N c:. X and hence, N is open in X as a sUbspace 

of Y. But this indicates that N is also open in (X, 1'). 

Let 0 be any open set in Y such that 00 €. o. Set 

H to be the complement of 0 in X. Now H = C (O) = X 

CX' (O) • Then H is closed and compact in X. Thus, if 

CD € 0 ~ 1'0 then 0 is of the form CX{H) u f. to} where H 

is closed and compact in X. 

Let K be any closed and compact subset of X. It 

must be shown that CX{K) U {co} is open in Y. Certainly 

the compact subset K is closed in the Hausdorff space Y. 

Thus Cy{K) is open in Y. But Cy{K) = CX{K) U {ao} • 
Thus if a topological space has a Hausdorff one­

point compactification, then that compactification is 

precisely the Alexandroff one-point compactification. 

4. PROPERTIES OF THE ALEXANDROFF ONE-POINT COMPACTIFICATION 

Most of the relationships between (X,1) and (x',1') 

are concerned with the separation axioms. Several other 

relationships partiallY rely on these separation axioms. 

Thus a natural building of theorems might be observed. 

Throughout the rest of this chapter (X', 1') will denote 

the Alexandroff one-point compactification of the topo­

logical space {X, -( ) • 
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THEOREM 4.1 (X', f') is T if and only if
l 

(X,r() is T •l 

PROOF. Assume that X is a Tl-space. Let a and 

b be distinct elements of X' such that a = 00 and 

b f X. Since {b! is a singleton set in X, it is seen 

to be closed and compact in X. Therefore C {b1 U (CD1 x 

is open in x'. Thus the complement of CX{b} U (~) in 

X', namely {b} , is closed in X'. Since X is open in X', 

the complement of X in X', name ly [001 ' is closed in X' • 

Thus singleton sets are closed in X' and X' is Tl • 

Assume that X' is a Tl-space. Tl is a hereditary 

property. Since the relative topology of X in (X', 1') 

is dI, it is seen that X is a Tl-space. 

THEOREM 4.2 (X', 1') is T
2 

if and only if (X, '( ) 

is T and locally compact.2 
PROOF. Assume that X' is a T2 space. Since the 

relative topology of X as a subspace of X' is r(, then 

(X, 1) is a subs pace 0 f X' • Xis T2 since T2 is a 

hereditary property. Let a be any element of X. Since 

X' is T2 there exists disjoint open sets A and B in 

X' such that a t A and CO E B. Because A and Bare 

disjoint CD ¢CIX' (A). Now CIx(A) = cIX' (A) n X = cIX' (A) 

is a closed subset of X', and is therefore compact. Hence, 

X is locally compact since every point in X has a compact 

neighborhood. 

Assume that X is T2 and locally compact. Let a 

and b be distinct elements of X'. If a, b EX, there 
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exists disjoint open sets A and B in X such that 

a ~ A and b EB. By definition A and B are also in 

1" • Suppose a = CD and b € X. Since X is locally 

compact there exists a compact neighborhood N of b in 

X. By the definition of a neighborhood there exists an 

open set 0 in X such that bE-OCN. Since X is 

T
2

, N is closed. Therefore CX(N) U (a>} f. 1'. 
Now Cx(N) U {col and 0 are disjoint open sets in x' , 
and a = CX) E CX(N) u {co). Thus X' is T2• 

Since every compact Hausdorff space is normal the 

following corollary holds. 

COROLLARY 4.1 If (X, 1') is a locally compact 

T2-space, then (X', 1') is normal. 

THEOREM 4.) If X is connected and not compact, 

then X' is connected. 

PROOF. Assume that X is connected and not compact. 

Let 0 be any subset of X' that is both open and closed 

in X' • It may be assumed that CO ¢ O. Therefore ocx 

and o E 1. Since 0 is also closed in x', X' - 0 is 

open in x' • (X' - 0) n X is thus open in X and is in r. 
Note that o n[(X' - O){) X] = ¢ and o (J [(X' - o)nx] = X. 

Hence 0 and (X' - O)f\X are complements in X, and 0 

is both open and closed in X. 

But since X is connected, 0 is either ¢ or X. 

If 0 = X, then X is both open and closed in X' and (oo} 
is both open and closed in X', but by corollary ).1, this 

contradicts the fact that X is not compact. Therefore 
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o f ~ and the only subsets of XI that are both open and 

closed are ~ and XI. Thus XI is connected. 

The following example shows that the converse of 

the preceding theorem is not true. 

EXAMPLE 4.1 Let Q denote the set of rational 

numbers with the usual topology. Q is neither compact 

nor connected. It will be shown that QI, the Alexandroff 

one-point compactification of Q, is connected. 

Let 0 be any subset of QI that is both open and 

closed in QI. It may be assumed that 0 is of the form 

CQ(P) U {col where P is closed and compact in Q. 

However, since 0 is open and closed in QI, CQI(O) is 

also open and closed in QI, but CQI(O) = P. Therefore 

P is both open and compact in Q. Since the only set in 

Q that is both compact and open in Q is ~, QI is seen 

to be connected. 

THEOREM 4.4 If XI is second countable, then X 

is second countable. 

PROOF. Assume that XI is second countable. By 

theorem :3.2 (X, 1') is seen to be a subspace of (X I, {I). 

Since second countability is hereditary, (X,~) is second 

countable. 

THEOREM 4.5 If X is a second countable T2-space, 

then XI is second countable. 

PROOF. Assume that X is a second countable T2-space. 

Since X is second countable there exists a countable base 

P for the topology t( on X. The topology t( I consists 



of 1 and all sets of the form Cx(K) U (00) where K 

I) 

is 

compact in X, 

bases for 1 
exists a co·un

a T2-space. Since there 

it is only necessary to s

table bases for the sets in 

is a countable 

how that there 

l' that con­

tain 00 • 

Let P be the complement in X of the compact 

subset K of X. Since X is T K is closed in X2, 

and hence, P is open in X. Therefore, there exists a 

countable base for the complements in X of theP* 
compact subsets of X. Now union each member of , * with 

too J and denote this by (3 **. It is easily seen that ~ ** 
generates all open sets in r(, that contain the point 00 • 

Therefore, the countable collection ~ U ~** is seen to 

generate 11'. Thus X' is second countable. 

THEOREM 4.6 (X, f) is separable if and only if 

(X' , 1") is separable. 

PROOF. Assume that X is separable, then there 

exists a subset G of X such that G is countable and 

CIX(G) ::: X. Let G' ::: G U {oo j and note that G' is 

countable. Let p be any point in X' and let 0 be 

any open set in X' that contains p. If o contains 

the point OJ , then 0 contains a point of G' • If 0 

does not contain the point 00 , then 0 is also an 

open set in 11. Hence 0 contains a point of G and 

thus a point of G'. Therefore CIX,(G') = X' and X' is 

separable. 

Assume that X' is separable, then there exists a 

subset G' of X' such that G' is countable and 
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c lX' (G') :: X'. Consider the set G such that 

G = G' - {m} • Thus G is a countable subset of 

X. Let p be any point of X and let 0 be any open 

set in l' that contains p. Since 0 is in 1 it is 

also in 'f' and hence, 0 contains a point of G'. But 

since <:0 ¢0, 0 must contain a point of G. Thus 

CIX{G) :: X and X is separable. 

THEOREM 4.? If (X, 1) is a locally compact 

separable metrizable space, then {X', '(') is a separable 

metrizable space. 

PROOF. Assume that X is a locally compact 

separable metrizable space. Since X is metrizable and 

separable, X is normal and second countable. By 

corollary 4.1, since X is locally compact and T2 , 

X' is normal. By theorem 4.5, since X is a second 

countable T2-space, X' is second countable. Hence, 

X' is a second countable normal space and by Urysohn's 

metrization theorem, X' is metrizable. Since X is 

separable, by theorem 4.6, X' is separable. Thus X' 

is a separable metrizable space. 

The reader interested in necessary and sufficient 

conditions for a topological space to be metrizable is 

referred to Kelly [lOJ. 

THEOREM 4.8 If the set A is a nowhere dense 

subset of X', then A Ox is a nowhere dense subset of X. 

PROOF. Let A be a nowhere dense subset of X'. 

Let 0 be any non-empty open set in~. Now 0 is also 
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in 1" and 0.J cl A. Since C1X(A OX) c. C1X' (A () X) CC1X' (A)'t X' 
it follows that 0 ~ OlX (A (l X). Thus A () X is nowhere 

dense in X. 

THEOREM 4.9 If the set A is a nowhere dense 

subset of X, then A is a nowhere dense subset of X'. 

PROOF. Let A be a nowhere dense subset of X. 

Let 0 be any non-empty open subset of X, then o ef. c lX (A ) • 

Note that since A is a subset of X, c lX' (A) c: c lX (A) U 

{oo1. Therefore if o Eo 1 and o¢Clx(A), then o 4C1X' (A). 

Let H be any open set of X' that contains the point 00 • 

H is of the form C (P) U {(DJ where P is a closed com­x 
pact subset of X. Therefore CX(P) is open in X and 

hence, CX(P) ~C1X(A). Thus H = Cx(P) U {co} ¢ C1X' (A) 

and A is a nowhere dense subset of X'. 

THEOREM 4.10 Let (X,t() be a non-compact topo­

logioal space. (X, 1') is first category if and only if 

(X', 1') is first category. 

PROOF. Assume that X is first category. There­

fore X is the countable union of nowhere dense subsets. 

The set {O)} is closed in X' but not open because X is 

not compact, it follows that {ooJ is a nowhere dense 

subset of X'. By theorem 4.9, X' is the countable 

union of nowhere dense subsets. Therefore X' is first 

category. 

Assume that X' is first category. X' is the 

countable union of nowhere dense subsets. Restrict each 

of these nowhere dense subsets to X. Then by theorem 4.8, 
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X is seen to be the countable union of nowhere dense 

subsets. Thus X is first category. 

COROLLARY 4.2 Let (X, l' ) be a non-compact 

topological space. (X, r) is second category if and only 

if (X', f') is second category. 

PROOF. The result is immediate from the preceding 

theorem. 

5. EXAMPLES OF THE ALEXANDROFF ONE-POINT COMPACTIFICATION 

The following are some examples of the Alexandroff 

one-point compactification. 

EXAMPLE 5.1 Consider the Alexandroff one-point 

compactification of the complex plane C. The point CD , 

called the point of infinity, is added to C and the new 

space is denoted by The open sets of Ceo consistsCoo • 
of the open sets of C and the complements in CO) of 

closed and bounded subsets of C. Coo is often called the 

extended complex plane. 

p
 

The extended complex plane may be visualized as 

a sphere of an arbitrary fixed radius tangent to the 

complex plane at the origin. The tangent point is 
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referred to as the south pole and the north pole is con­

sidered to be the point of infinity. The indicated 

projection from the axis of the sphere to the plane sets 

up a homeomorphism from the sphere less the north pole, 

to the complex plane. The sphere is usually called the 

Riemann sphere. (The Alexandroff one-point compactifica­

tion of the Euclidean plane may be demonstrated in a like 

manner. ) 

The following example may be found in Burgess [ 2 ]. 

EXAMPLE 5.2 Consider the space R, the real number 

line, with the usual topology 1r. The Alexandroff one-

point compactification of R consists of adjoining the 

point CO to R and of adding to 1 the subsets of the 

form o u {m1 where CR(O) is closed and bounded in R. 

It follows that if the open set S contains 00 then 

there exists points a and b of R such that a~b and 

the set {xERlx<a or x> b } is a subset of s. Hence, 

a sequence of real numbers converges to CO if and( xi 1~ 
only if given N> 0 there exists an integer n such that 

\ xi 1) N, for all i> n. Thus (X) can be considered as a 

point at infinity. 

EXAMPLE 5.3 Let X be any infinite set with the 

discrete topology. Let 0 be any open set of XI con­

taining the point ex>. Since CX(O) must be compact, 

CX(O) must contain all but a finite number of points of 

X, the finite subsets of X being the only compact subsets. 

EXAMPLE 5.4 Consider the topological space (0, ~ 

with the usual topology. The Alexandroff one-point 
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compactification of (0, IJ yields the space [0, IJ • 

However, the function defined on (0, IJ by f(x)· sin(i) 

is bounded and continuous but the function cannot be ex­

tended continuously to [0, IJ • 

The problem of extending a continuous function 

defined on X to a continuous function defined on Y 

where Y is a compactification of X is discussed in 

the next chapter. 



CHAPTER III 

" STONE-CECH COMPACTIFICATION 

" com-This chapter is concerned with the Stone-Cech 

pactification, its construction and properties. The 
v

Stone-Cech compactification is a compactification of an 

arbitrary completely regular space, which in this paper 

implies Tl • Since spaces that are locally compact and 

T2 are also completely regular, it is possible to con­

struct a T2 Alexandroff one-point compactification as 
v

well as the Stone-Cech compactification. However, the 
~ 

Stone-Cech compactification has a very useful property 

which the Alexandroff one-point compactification fails 

to have, the property of being able to extend specific 

continuous functions defined on X to continuous functions 

defined on f3 X. ~ X will denote the Stone-Cech compactifi­" 
cation of the topological space (x,1) where X is com­

pletely regular. 

1. PRELIMINARIES 

DEFINITION 1. 1 Let X be a non-empty set and let 

be a non-empty collection of topological spaces. For{Xil 

each i let f· be a mapping from X to The weakest
1 Xi • 

topology on X such that fi, X-+X i is continuous for 

each i is called the weak topology generated by the fits. 

19 
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DEFINITION 1.2 Let {Xi I i ( I 1 be a non-empty 

collection of topological spaces, indexed by the indices 

i of the index set I. The product of the topological 

spaces Xi is denoted by 11' {Xi I .i ~ I }. The topology 

on 11{Xi liE. I} is the weak topology generated by the 

projections of Pi of 11{Xi liE. I 1 onto Xi' for all 

i in I. 

DEFINITION 1.3 Let S be a subspace of Y and 

let f be a function of S to the space X. If h is 

a function of Y to X such that h(t) = f(t) for all 

t in S, h is called an extension of f. 

Let C(X, R) denote the collection of all bounded 

continuous real-valued functions defined on X. 

LEMMA 1.1 Let (X, 'I) be a completely regular 

topological space. The weak topology on X generated by 

C(X, R) equals the given topology on X. 

PROOF. Let 1 be the given topology and let '(w 

be the weak topology on X generated by C(X, R). Let 

o be any open set in '(. Let p E. 0, then there exists w 

f l , f 2 , • • • , f E C(X, R) and 01 , O2, • • • , Onn 
n
 

open in R such that pfnl file<\) c::. 0 since is in
° 
1(w. Each f. is continuous, hence nn fi~Oi ) is in 1. 

1 1 

Therefore 0 t l' and we have '1 ~ t.w 

Let Q be any open set in 1 and let p be any 

point in Q. Set F = X - Q and note that F is closed. 

Since X is a completely regular space there exists a 

continuous function g such that gl X~ [0, J] , g(p) = 0, 
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and g (F) = 1. Note that g €. C(X, R). Since (-i, 1) is 

open in R, g-l(_i, 1) is in 1i • g-l(-t, 1) = Q sincew

g(Q)C [0, 1) and g(F) = 1. Hence, l' ,,1' wand therefore 

the weak topology generated by C(X, R) equals the given 

topology on X. 

LEMMA 1.2 The relative topology on a subspace of 

a product space is the weak topology generated by the 

restriction of the projections to that sUbspace. 

PROOF. Let P = 1f[Xil i£IJ and let Y be a 

subspace of P. Now S = [pil(Oi)n YI 0i is open in 

Xi' i E: 11 is a subbase for the relative topology on Y. 

But S = [(Pily)-l(Oi)IOi is open in Xi' i £ I] and thus 

S is also a subbase for the weak topology on Y generated 

by the restriction of the projections to the subspace Y. 

Hence, the two topologies are identical. 

LEMMA 1.3 If f is a mapping of a topological 

space X into a product space 1f{Xi 1 i ~ I), then f is 

continuous if and only if Piof is continuous for each 

projection Pi' i £ I. 

1 

PROOF. Assume that f is a continuous function. 

Each Pi is continuous by the definition of the topology 

f 

Pio f 

LXii i£IJ 

Pi 

X·
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on 11' tXilit I}. Hence, each Piof is a composite 

mapping of two continuous functions and is continuous. 

Assume that each Piof is continuous. Let °i 
be any open set in Xi,i €I. Since PiO! is continuous 

for eaoh i E. I, f-l(pil(Oi)) is open in X. Now pil(Oi) 

is an arbitrary subbasic open set in 1f{xi , i 6 I} , and 

thus it follows that f is continuous. 

2.	 CONSTRUCTION OF ~ X 

This section is concerned with the construction of 

the Stone-Cech compactification ~X of X. 

THEOREM 2.1 Let (X,f) be a completely regular 

topological space. There exists a compact T2-space ~X 

such thatl 

(a)	 X is homeomorphic to a dense subspace of ~XJ 

(b)	 every bounded continuous real-valued function 

defined on X has a unique extension to a 

bounded continuous real-valued function defined 

on ~X. 

PROOF. (a) Let C(X, R) be the set of all bounded 

continuous real-valued functions defined on X. Index the 

functions in C(X, R) by the indices i, of the index set 6, 

hence C(X, R) = {fi I i E ~}. Let Ii be the smallest 

closed interval containing the range of the function fie 

Each Ii is a compact T2-space and hence their product 

I = 1f{I i ' i E. A} is also a compact T2-space by Tychonoff's 

theorem. Since I is compact and T2, I is normal and 
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hence completely regular. Every subspace of I is com­

pletely regular and to show that X is a subspace of I 

it has to be assumed that X is completely regular. 

Define the mapping FaX-.I where F(x) is 

equal to the point in I whose ith coordinate is the real 

number f i (x). For each i E. A, PioF = f i , and thus by 

lemma 1.3, F is continuous. Now C(X, R) separates the 

points of X since X is completely regular. Therefore 

F is one-to-one and X can be embedded into I as the 

set F(X). Instead of using F(X), X can now be thought 

of as a subset of I. Thus X is seen to have its own 

given topology and the topology that it has as a subspace 

of I. Since F is continuous, the subspace topology on 

X is weaker than the original topology. The following 

argument shows, without resorting to this fact, that the 

two topologies are identical. 

C(X, R) is the set of all restrictions to X of 

the projections Pi of I onto each Ii. By lemma 1.2 the 

relative topology on X, as a subspace of I, is equal to 

the weak topology generated by the restrictions of the 

projections Pi to X. Since X is a completely regular 

space, by lemma 1.1 the weak topology generated by C(X, R) 

equals the given topology. Thus the given topology of X 

is equal to its relative topology as a subspace of I. 

Therefore X is a subspace of I. Since I is a compact 

T2-space, X is a compact T2-space. Let ~X denote X. 

Thus X is homeomorphic to a dense subset of ~X. 
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(b) For each i E A , f. is the restriction of 
1 

the projection P. to X. Thus p. extends f. to I. 
1 ·11 

Let Pi denote the restriction of Pi to X. Hence, 

each f i has an extension to a continuous bounded function 

defined on ~ X = X. Since X is dense in the T
2
-space 

X it follows that this extension is unique. Therefore, 
v 

not only is the Stone-Cech compactification of an arbitrary 

completely regular space compact and T2 , but every bounded 

continuous real-valued function defined on X can be 

extended to a bounded continuous real-valued function 

defined on ~ X. Another important aspect of the Stone­
v
Cech compactification is shown in the following theorem. 

This property helps characterize ~ X as will be shown 

later in this chapter. 

THEOREM 2.2 Every continuous function from X to 

a compact T2-space Y can be extended uniquely to a con­

tinuous function defined on ~ X to Y. 

PROOF. Let Y be any compact T2-space, then Y 

is completely regular. 
~ 

Let ~Y be the Stone-Cech com­

pactification of Y and let L be the embedding map of 

Y into ~Y. Index the functions in C(Y, R) by the 

indices i of the index set l::J... Then (3 Y is a subspace 

of the product space 11 {IiIi E. .6 }, where I i is the 

smallest closed interval containing the range of the bounded 

continuous real-valued function gi defined on Y. Note 

that Ii is a compact T2-space. 

Since Y is compact, Y is homeomorphic to ~Y. 

Therefore L(Y) = ~Y and hence we can fully identify Y 
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by ~Y. Let y be some point of Y, then y= <Yi) where 

the ith coordinate is the point gi(Y)' i E ~. Let f 

be any continuous function from X to Y. Therefore, if 

x is a point of X, then f(x) = (fi(x) where the ith 

coordinate is equal to gi(f(x)). For each i t ~ , 

Piof = f i , and thus f i a bounded continuous real-valued 

function from X to I .• Therefore there exists a 
1 

unique extension f of f. such that 1 is a boundedi 1 i 
continuous real-valued function from ~X to I .• Define 

the function ? from ~X to 1f{I i l i E A3 by 
1 

1(x) = 
<f'i(x), for any x in ~X. Then for each i E A , 

p.of" = 1\
f.. Since 1'. is continuous, Pio? is continuous 

1 1 1 

qfor each projection Thus by lemma 1.3, is aPi· 

continuous function from ~X to 11 {Iiii E. lJ, ). 

Let x E. X, then 
6
f(x) =<ii (x) = (fi (x» = f(x) • 

Therefore ? is a continuous extension of f. Since X 

is dense in the T2-space (3 X, it follows that 
A-
f is 

unique. Therefore, it must only be shown that '"f maps 

~X strictly to ~ Y and hence to Y. 

Let p be any point in ~X, then 
.1\
f(p) is a point 

in 1f{I i I i ~ A }. Let 0 be any open set in lI{ri' iE .61 
that contains the point '" f(p) • Then ~-l(O) is an open 

set in ~X that contains the point p. Since X is dense 
A

in ~X, ~-l(O) contains a point x of X. And, since f 

is a unique continuous extension of f, f (x) f. O. Thus 
A­

every open set containing f(p) contains a point of ~Y. 

It then follows that 
~ 

f(p) is a point of closure of ~Y 
1\ ~ 

and hence f(p) E. ~Y. Therefore, f(~X)C ~Y. 
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The next theorem shows that ~X is unique. That 

is, px is unique in the sense that if T is any other 

compact T2-space such that X is dense in T, and every 

continuous function from X to any compact T2-space Y 

can be extended uniquely to a continuous function from 

T to Y, then ~X and T are homeomorphic. 

THEOREM 2.3 Let (X, 1') be a completely regular 

topological space. Let T be a topological space 

satisfyinga 

(a)	 T is a compact T -space;
2

(b)	 X is homeomorphic to a dense subspace of T; 

(c)	 Each continuous map from X to a compact 

T2-space can be extended to a continuous map 

from T. 

Then T is homeomorphic to ~X. 

PROOF. Let f denote the embedding map from X 

into T and h the embedding map from X into ~ X. Let 
A A
f denote the extension of f to ~X and h the exten­

sion	 of h to T. It follows that the following diagram 

commutes. 

f ~T,,----- ~
 

x~ h ~~x
 

~T~
 
The	 unique continuous extension of h to (JX is 

!' "the identity on PX, i~x, and therefore hof = i~x. In a 
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similar manner 
AI\
foh = iT' the identity on T. Thus ? and 

1\h are both one-to-one and onto, and A 1h-
I\. = f. Since ~ 

and 1 are continuous, it follows that T and ~X are 

homeomorphic. 

3. PROPERTIES OF ~X 

This section contains some of the relationships 

between X and ~X. A number of other relationships lie 

beyond the scope of this paper and require extensive back­

ground material. The reader is referred to the bibliography 

for additional material. Each topological space considered 

in this section is assumed to be completely regular. 

THEOREM 3.1 Let S be a subspace of X, then 

every bounded continuous real-valued function f defined 

on S has a bounded continuous extension to X if and 

only if f has a bounded continuous extension to ~X. 

PROOF. Let S be a subspace of X and let f be 

a bounded continuous real-valued function defined on S. 
A

Assume that f is a bounded continuous extension of f on 

X. By the construction of ~ X there exists a bounded 

continuous extension ? of 'f' defined on ~X. It is 

easily seen that 
A 

is a bounded continuous extension off' 

f defined on ~X. 

Assume that f has a bounded continuous extension 

h defined on (3X. Denote the restriction of h on X 

by f' • It is seen that f' is a bounded continuous 

extension of f defined on X. 
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THEOREM 3.2 Every bounded continuous real-valued 

function defined on the subspace S of X can be extended 

to a bounded continuous real-valued function defined on X 

if and only if Cl~x(S) =~S. 

PROOF. Assume that every bounded continuous real-

valued function f on S has a bounded continuous exten­

sion 
~ 

f on X. By the preceding theorem f has a bounded 

continuous extension 
~ 

f' on pX. It is thus seen that f 

has a bounded continuous extension defined on Clpx(S), which 

is unique. Since S is dense in clllx(S) and Cl~x(S) is 

compact and T it follows by theorem 2.2 and theorem 2.3
2

, 

that cl~x(S) =~S. 

Assume that Cl(3X (S) = PS. Thus by theorem 2.1 

every bounded continuous real-valued function f defined 

on S has a unique bounded continuous extension 
1\
f defined 

on ps and hence on Cl~x(S). Then by Tietze's extension 

theorem 1 has a bounded continuous real-valued extension 

'"f' defined on ~X. Now by theorem 3.1 it follows that 

every bounded continuous real-valued function defined on S 

has a bounded continuous extension defined on X. 

COROLLARY 3.1 If K is a compact set in X, then 

every bounded continuous real-valued function defined on K 

can be extended to a bounded continuous real-valued function 

on X. 

PROOF. Assume that K is a compact subset of X. 

Thus Cl~X(K) = K and pK = K. Therefore Cl~X(K) = ~K 

and by theorem 3.2 every bounded continuous real-valued 
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function defined on K has a bounded continuous extension 

defined on X. 

THEOREM 3.3 If S is open and closed in X, then 

Cl~X(S) and ClpX(X - S) are disjoint complementary 

open sets in (3X. 

PROOF. Assume that S is open and closed in X, 

then X - S is open and closed in X. There exists a 

bounded oontinuous real function f defined on X such 

that f(S) == 0 and f(X - S) == 1. Every bounded con­

tinuous real-valued function defined on X has a unique 

bounded continuous extension defined on f3X. Let l' be 

the unique bounded continuous extension of f. Therefore 
A
f(S) = 0 and 

A
f(X - S) = 1. It then follows that 

,. A 
f(Cl~X(S)) = 0 and f(Cl~X(X - S)) = 1. Since X is 

dense in pX it follows that Cl~x(S)UC1{3X(X - S) =pX. 

Thus Cl~X(S) and ClpX(X - S) are disjoint complementary 

open subsets of pX. 

COROLLARY 3.2 An isolated point of X is an 

isolated point of I3X. 
PROOF. Assume that p is an isolated point of X. 

Therefore, since X is Tl , {PJ is both open and closed 

in X. By theorem 3.3 cl~xfp} is both open and closed 

in (3X. However, since is T then = {p).~X 2 Cl~x {p! 

Thus P is an isolated point of pX. 

COROLLARY 3.3 PX is connected if and only if X 

is connected. 

PROOF. Assume that ~X is connected. Let A be 

a proper subset of X such that A is open and closed in 
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X. By theorem 3.3, Cl~X(A) is both open and closed in 

~X and Cl~X(X - A) is disjoint from Cl~x(A). It then 

follows that Cl~x(A) is a proper subset of ~X. But this 

contradicts that ~X is connected. Thus X must be 

connected. 

Assume that X is connected. Let B be a proper 

subset of ~X such that B is both open and closed. 

Hence ~X - B is both open and closed. Since X is 

dense in ~X it follows that both Band (3 X - B contain 

points of X. Thus B (\ X is a proper subset of X that 

is both open and closed in X, but this contradicts the 

hypothesis that X is connected. Hence ~X is connected. 

The corollary to the next theorem is very important. 

The theorem itself shows an important relationship between 

X and ~X. 

THEOREM 3.4 X is open in (3X if and only if X 

is locally oompact. 

PROOF~ Assume that X is locally compact. Let 

p € X and let K be a compact neighborhood of p in X. 

Therefore there exists an open set 0 in X such that 

p foe K. K is compact in ~X and hence closed since ~X 

is T • Since 0 is open in X, there exists an open set2

H of ~ X such that H nX = 0 c: K. It is clear that 

Cl~X(HfI X) C Cl,X(H) n ClpX(X) = Cl~X(H). Let x be a point 

in Cl~X(H), then every open set N in ~X that contains 

x, contains a point of H. Now N n(H c'\X) = (N (\ H) () X and 

NOH is a non-empty open set. But since X is dense in 
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pX, every non-empty open set has a non-empty intersection 

with X. Hence, N n (H n X) 'I 11 and it follows that 

x Ecl (HnX) and ClAx(HnX):: cl (H). Therefore,
~X ~ ~X 

H C Cl_ X(H) :: Ol~X (H nX) c K c. X and X is seen to be open. 

Suppose that X is open in ~ X. Since ~X is a 

compact T -space, l3 X is regular. Let p ~ PX, then
2

every neighborhood of p contains a closed neighborhood 

of p. X, being open, is a neighborhood for each p in 

X. Therefore, each p in X has a compact neighborhood 

in X since closed sets are compact in ~X. Therefore 

X is locally compact. 

COROLLARY 3.4 Each open set in X is open in ~ X 

if and only if X is locally compact. 

PROOFs The result is immediate from the preceding 

theorem. 

Let (y, g) and (Z, k) denote T -compactifications
2 

of X where g and k are the embedding mappings. Then 

Y is said to be larger than Z, denoted by Y~Z, if and 

2 

only if there exists a continuous function f defined on 

Y to Z such that fog:: k. 

Let (y, g) denote any T -compactification of X 

and let (~X, h) denote the Stone-eech compactification 

of X. By theorem 2.2 there exists a continuous extension 
1\ I'
g of g from ~X to y such that goh :: g. Therefore 

~X is referred to as the maximal T2-compactification of 

X. 

EXAMPLE 3.1 Let N represent the set of natural 

numbers with the discrete topology. Hence, N is completely 
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regular and it is possible to construct the Stone-eech 

compactification (3 N of N. Let S be any subset of 

N. Every bounded real-valued function defined on S may 

be extended to a bounded continuous function defined on N, 

since every real-valued function defined on N is con­

tinuous. Thus by theorem 3.2 Cl~N(S) =~S. Any subset 

S of N is both open and closed in N, therefore, by 

theorem 3.3 Cl~X(S) is open in pN. Since N is locally 

compact, by theorem 3.4 N is open in ~N. By corollary 

3.2, each point of N is an isolated point in ~N. Since 

pN - N is closed, it is compact. 

EXAMPLE 3.2 Let Q denote the rational numbers 

with the usual topology. Thus Q is completely regular. 

Let ~Q denote the Stone-eech compactification of Q. 

Since Q is not connected, by corollary 3.3 ~Q is not 

connected. By theorem 3.4, since Q is not locally 

compact, Q is not open in ~Q. Nand Q have the 

same cardinality, therefore, there exists a bijection f 

from N to Q C (3Q. Since N is a discrete space, f is 

continuous. Therefore, by theorem 2.2, there exists a con­

tinuous extension 'f of f from (3N to f3 Q• But, f«(iN) 

is compact in ta Q and is therefore closed in ~ Q. Note 

that Q c f«(\N). '" Thus, it follows that '"f(PN) = ~Q. 

Therefore ~Q is a continuous image of ~ N. 

Since ~Q is compact and T, every neighborhood
2 

of a point in ~Q contains a compact neighborhood of the 

point. However, since Q is not locally compact, no 
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compact neighborhood can be entirely in Q. Therefore, no 

neighborhood of a point in ~Q can be entirely in Q. 

Thus ~Q - Q is dense in ~Q. Suppose ~Q - Q is a 

finite set, it then follows that ~Q is not T2• Hence, 

~Q - Q must be an infinite set. Now since 
A 
f(~N) =~Q 

~ 

where f is defined above, ~N - N must be an infinite 

set. It then follows that neither ~N or ~Q can be one­

point compactifications. 



CHAPTER IV 

A DIFFERENT CONSTRUCTION OF ~X 

" A different construction of the Stone-Cech compacti ­

fication of completely regular spaces is the main purpose 

of this chapter. The construction to be developed uses 

the concepts of Z-ultrafilters. The first part of the 

chapter will include definitions and basic theorems con­

cerning filters, ultrafilters, zero-sets, Z-filters, and 

Z-ultrafilters. The reader interested in a more complete 

discussion of filters and ultrafilters is referred to 

Thron [14J. The rest of the chapter will be devoted to 

the construction of the compactification. 

1. FILTERS AND ULTRAFILTERS 

DEFINITION 1.1 A family 3= of subsets of a set 

X is called a filter on X if and only if it satisfies 

the following. 

(a) The family ~ is non-empty; 

(b) If A E. a: and B €. ~ , then An B € J ; 

(c) If A C B and A E S" , then B E. 5; 
(d) ~ ¢ :J. 
EXAMPLE 1.1 Let n denote the collection of all 

p 

neighborhoods in the topological space (X,1) that contain 

the point p in X. ~ is a filter on X, it is called 
p 

the neighborhood filter of the point p. 

34
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DEFINITION 1.2 A non-empty family B of subsets 

of a set X, such that B does not contain the empty set 

and the intersection of any two members of B contains a 

member of B, is called a filter base on X. 

DEFINITION 1.3 A non-empty family t is called 

a filter subbase if the intersection of any finite number 

of elements in t is non-empty. 

THEOREM 1.1 If e is a filter subbase, then the 

family (3 of all finite intersections of elements in £.. 

is a filter base. If ~ is a filter base, then the 

family ~ of all super-sets of the sets in ~ is a 

filter. 

PROOF. The proof follows from the definitions. 

DEFINITION 1.4 Let (X, 1) be a topological space 

and :F a filter on X. 3=' is said to converge to the 

point p in X if and only if If contains every ne ighbor­

hood of p. The point p is said to be a limit point of 

the filter :f. It is also said that the filter !f con­

verges to the point p. The point t is said to be a 

cluster point of the filter ~ if and only if for each 

neighborhood Nt of t and any A E. ~, A (l Nt ~ ¢. 

DEFINITION 1.5 If \t is a filter on X such that 

no other filter 8=' on X properly contains CU, then 'U.. 
is called an ultrafilter on X. 

EXAMPLE 1.2 Let S denote the collection of all a 

subsets in X that contain the point a of X. Sa is 

an ultrafilter on X. 
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Let (ti i 1 denote the set of all filters on X 

that contains the filter ~ on X. It is easily shown 

that the union of all members of {\ld is a filter. By 

applying Zorn's lemma, the union of all members of ltii } 

is seen to be an ultrafilter on X that contains ~. 

Hence, every filter on X is contained in an ultrafilter 

on X. 

The next few theorems will be used in the construc­

tion of ~X. 

THEOREM 1.2 A filter 1l is an ultrafilter on X 

if and only if A UB E. 'U. implies that either A E. \l or 

B E 'U. 

PROOF. Let ~ be an ultrafilter on X. Assume 

that A u B ~ U suoh that A ~ cu.. and B ~ 'U.. Define $ 

to be the family of all subsets H of X such that 

HUA Eo'll. Since AUB Eo '\.l, :f is non-empty, and 

~UA = A ¢ 'U, hence ~ ~ ru.. If H u A E: 'U. and He 0, 

then 0 UA ::> HU A E 1l which implies that 0 E. ~. If H 

and 0 are in ~, then H0 A E: U and 0 UA E. 1.1... 

Thus (H UA) n(0 UA) = (H nO) U A t 'U and H Il 0 E. :f. 

Therefore ~ is a filter. Let C £ U, then A UCJ C E. 'U. 

implies that A UC Eo 'U. and hence C Eo :r. But since 

B E. g: and B f. 'U, ~ properly contains U which contra­

dicts the fact that 11 is an ultrafilter. Thus, if 

AU B E. 'U, either A Eo'llor B E 'U. 

Assume that A UB £ 'U. implies that either A or 

B is in U. Now X Eo 'U. since X is a super-set for all 
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sets. Therefore, for every subset A of X either A 

or X - A is in 'U. Suppose some filter e. properly 

contains 'U, then t oontains some subset B of X 

such that B ¢ 11. But if B ~ t(, then X - B ~ 'U • 

Now B f to and USe... Hence X - BEt and 15 = 

BOX - Bet , but this is a contradiction. Thus U 

must be an ultrafilter. 

THEOREM 1.3 A filter ~ is an ultrafilter on X 

if and only if AnB is non-empty for all B E 'U implies 

that A E '1.L. 
PROOF. Assume that ti is an ultrafilter on X. 

Let A CX such that A (\ B F 15, for all B in 'li. 'U. U(A1 
is then a filter subbase for a filter ~ that contains tL 
and the set A. Since tl is an ultrafilter, t= ti and 

A E 'U. 

Let 11 be a filter on X that is not an ultrafilter. 

Then some filter t, properly contains U. Hence there 

exists a set A in t, that is not contained in 11. Let 

B be any set in 11, then B is in t- and A () B F 15. 

Therefore the statement that A nB is non-empty for all 

B in U implies that A € 'ti, is denied. The theorem 

is thus proved. 

The last two theorems of this section help show 

some of the uses of filters in topology and analysis. 

THEOREM 1.4 Let f be a function from X to Y 

and let t be a filter on X. For all A Eo t the 

collection f(A), denoted by f( t), forms a filter 

base on Y. 
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PROOF. Since £. is non-empty, f( e.. ) is non-

empty. Since f(A) I ~ for any A E. t., the null set 

is not in f( Eo). Let A and B be in t, then AnB~£. 

Now f(AflB)C.f(A) (1f(B). Hence, f(t) is a filter base 

on Y. 

THEOREM 1.5 Let f be a function from (X, 1') to 

(y, [). Then f is continuous at the point t in X if 

and only if for every filter ~ on X that converges to 

t, the filter ~ generated by the filter base f( L) con­

verges to f(t). 

PROOF. Assume that f is a continuous function from 

X to Y. Let be any neighborhood of f(t). SinceNft 

f is continuaus, f-l(N ) is a neighborhood of t in X.
ft 

Since E.. converges to t, f-l(Nft ) is in t and hence 

is in:f, since Nftjf(f-l(Nft)). Thus ~ convergesNft 

to f(t). 

Suppose f is not continuous at t, then there 

exists a such that f-l(N ) does not contain anyNft ft 

neighborhood of t in X. 'lt' the neighborhood filter of 

t, is a filter on X that converges to t. Let Nt be 

any neighborhood of t, then f(Nt)4:Nft. Thus isNft 

not an element of ~, the filter generated by f('lt), 

and hence ~ does not converge to f(t). Therefore, if 

the fil ter ~ on Y generated by f( E.), where £, is 

any filter on X that converges to t, converges to f(t), 

then f must be continuous. 
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2. ZERO-SETS AND PRINCIPAL Z-ULTRAFILTERS 

In this section the concepts of zero-sets and 

principal Z-ultrafilters are introduced. Zero-sets and 

principal Z-ultrafilters are used in the construction of 

~X, the Stone-each compactification of a completely 

regular space. Definitions and the basic theorems used 

in the construction will be given in this section. The 

reader is referred to Gillman and Jerison [5J for a more 

complete discussion of zero-sets and Z-ultrafilters. 

DEFINITION 2.1 If A=tX(XI f(X)=O} for 

some continuous real-valued function f on X, then A 

is called a zero-set. 

Since f is continuous, A is closed and thus 

all zero-sets are closed. Therefore, the finite union 

and arbitrary intersection of zero-sets are closed. 

THEOREM 2.1 Finite unions and finite intersections 

of zero-sets are zero-sets. 

PROOF. Assume that A and B are zero-sets. Let 

A = tx E XI f(x) = O} and B = (XtXI g (x) = 0 }, then 

AUB={XEXI f(x) = 0 or g(x) = 0 } and A C\ B = tx ~ XI 

f(x) = 0 and g(x) = 0 }. Define h by h(x) = f(x) • g(x). 

note that h is continuous. The zero-set of the function 

h is C=(XEX' f(x) • g(x) = O} • Hence, AU B = C 

and AUB is therefore a zero-set. Define k by k (x) = 

r f (x) I + Ig(x) I ' note that k is continuous. The zero-

set of the funotion k is D = {x ~ XI If(x) I + Ig(x) I= oJ. 
Hence A nB = D and therefore A nB is a zero-set. 
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Since zero-sets are closed and finite intersections 

and unions of zero-sets are zero-sets, a relationship 

between zero-sets and closed sets of a topological space 

might be questioned. The following theorem gives such a 

relationship between closed subsets and zero-sets of a 

completely regular space. 

THEOREM 2.2 Let (X, '( ) be a completely regular 

space. Then the zero-sets of X forms a base for the 

closed subsets of X. 

PROOF. Let B be a closed subset of X, then there 

exists a continuous real-valued function f on X such 

that f(B) = O. Let K = {XEXI f(x) = 0 J, clearly BC.K 

with K being a zero-set. For every point p in K - B 

there exists a continuous real-valued function f suchp 
that fp(B) = 0 and fp(p) ~ O. For each such f p let 

Kp = {XE.XI fp(x) = O} and denote the collection of all 

such zero-sets by {K I P E: K - B J. Then B = (O{Kpl P E. K-B)p
nK. Hence, the collection of all zero-sets of X forms a 

base for the closed subsets of X. 

DEFINITION 2.2 Let Z denote the collection of all 

zero-sets in X. A filter t on X and an ultrafilter tl 

on X intersected with Z are called Z-filters and Z-ultra­

filters, respectfully. 

DEFINITION 2.3 Let x be a fixed point in X, then 

the family of all zero-sets of X that contain the point x 

is called a principal Z~ultrafilter on X, and is denoted 

by 'U •x
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:~ THEOREM 2.3 Let (X, 1) be completely regular and 

let tl be a principal Z-ultrafilter on X. Then 'U isx 

a Z-ultrafilter. 

PROOF. Since X is a Tl-space, the singleton set {x} 
is closed. Hence, some zero-set contains the point x and 

'Ux is non-empty. The empty set is not in \Lx since 

x f ¢. If A and B are zero-sets where A E 'Ux and A Co B, 

then by the definition of 'U ' B'. U • If A and Bare 

x 

x x
both in U , then x € A nB. By theorem 2.1, A nB is a x 
zero-set and hence, AnB E 'U • Thus 'U is a Z-filter x x 

on X. 

Suppose Q is a zero-set that does not contain the 

point x. Since Q is closed and X is completely 

regular, there exists a continuous real-valued function f 

such that f{Q) = 1 and f{x) =: o. Therefore there exists 

a zero-set K that contains the point x but does not x 
contain any point of Q. Since Kx £ t(x and K flQ=¢,x 
it is clear that 'lx is not properly contained in any 

Z-filter. Thus is a Z-ultrafilter.'l.lx 

3. CONSTRUCTION OF ~X 

A different construction of ~X is developed in 

this section. It will be shown, however, that this con­

struction will satisfy the characteristics of the Stone­

"Cech compactification and by theorem 2.3 of chapter three 

will be homeomorphic to the construction developed in the 

last chapter. 
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DEFINITION 3.1 ~X will denote the set of all 

Z-ultr

where 

afilters on X. 

DEFINITION 3.2 CA is the 

A is any zero-set in X. 

set {U E: ~XI A E. til. 

THEOREM 3.1 Let (X. r) be a completely regular 

topological spaoe. The collection [CAl A is a zero-set 

in X ] is a base for the closed sets of some topology on 

~X. 

PROOF. Let U be any Z-ultrafilter on X. Since 

there exists zero-sets having empty intersection. a Z­

ultrafilter cannot contain every zero-set. Let K be a 

zero-set that is not contained in 11. hence U 4cK• Thus 

for any point in PX there exists a CA that does not 

contain the point. 

Let 'U E ~X such that 'U. ~ CAU CB• By theorem 

2.1. C = A VB is a zero-set. Now Cc = {Uf ~XI C £ Ul 
and by theorem 1.2 tifcc. since if C £ U then either A 

or B is in U. It is now only necessary to show that 

CAUCBcCC• Let 1.( E CAUCB• then 'U either contains 

A or B. Umust therefore contain A UBand 'U is 

thus in CC. Hence, {cAI A is a zero-set in XJ forms 

a base for the closed sets for a topology on ~X. 

THEOREM 3.2 Let (x.1) be a completely regular 

space and let ~ X be the collection of all Z-ultrafilters 

on X. If the collection £CAl A is a zero-set in X} 

is a base for the closed sets for a topology on ~ X, then 

(a) X is homeomorphic to a dense subset of ~ X; 
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(b)	 ~X is compact and T J
2

(c)	 If (y, s) is any compact T2-space and 

fl X-+Y is continuous, then there exists 

a unique continuous extension of f from 

~X to Y. 

PROOF. (a) Define the mapping hI X-+~X by 

h(p) = tjp, where tl is the principal Z-ultrafilter p 

ascribed to the point p of X. If Up ~ tit then 

clearly p ~ t and h is well-defined. To show that 

h is continuous, let C be any basic closed set of ~X,A 

then U{Ua,1 aEA} C.C and therefore A = h-l(U{'Ual a6A})
A 

Ch-l(CA). Let pE:h-l(CA). Now h(p) = 'Up' UpE CA' and 

hence, AE U. Therefore p (A and h-l(CA) = A. A is 
p 

closed since A is a zero-set. Therefore the inverse of 

a basic closed set is closed under the mapping hand 

thus h is a continuous function. 

Let a and b be distinct points of X. It has 

been shown that there exists a zero-set K that contains 

the point a but not the point b. K is therefore an 

element of U but not an element of t(b. Therefore,a 

h(a) ~ h(b) and h is a one-to-one mapping. 

If A is a zero-set of X, then h(A) = h(X)A CA. 

Since CA is closed in ~X, h(X)O C is closed in h(X).A 

Hence, zero-sets map toClosed subsets of h(X). Since the 

collection of all zero-sets forms a closed base for the 

topology on X, it follows that closed sets of X map to 

closed sets of h(X). Therefore h is a closed mapping of 
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X to h(X). Thus h is a continuous one-to-one closed 

mapping of X onto h(X) and hence X is homeomorphic 

to h(X). 

To show that h(X) is dense in ~X observe that X 

is contained in all Z-ultrafilters on X. This implies 

that CX :::: ~X. If K is a closed set of ~ X that con­

tains h(X), then K is the intersection of a collection 

of basic closed sets each containing h(X). Note that h(X) 

is the set of all principal Z-ultrafilters on X. If CH 
contains heX), then CH contains as a subset the set of 

all principal Z-ultrafilters on X. Now CH ::::['UE~XI H€U} 

and this implies that H is an element of every principal 

Z-ultrafilter. But the only set contained in every 

principal Z-ultrafilter is X. Thus H:::: X and Cx is 

the only closed set of ~ X that contains h (X). Therefore 

hTXT:::: CX :::: ~X and h (X) is dense in ~ X. 

(b) To show that ~X is compact let {Cc(.I«.t A ) 

be any collection of closed subsets of ~ X with the finite 

intersection property. Each C~ is the intersection of a 

family of basic closed sets, denoted by C&:::: n{CA(<<,~)I 

~E. ..I\.Gl}. Therefore the family {CA(Ol, ~ ) I ~ ~.A.... J c:I.~ AJalso 

has the finite intersection property. Hence, so does the 

family of zero-sets {A (ct,@) I ~(.A.«,d. E.6J. Therefore 

{A(I(,~)a~E.A.ar.)ac.€:A1satisfiesthe definition of a subbase 

for a Z-filter. Let £ be the Z-filter generated by the 

subbase and let 1.( be a Z-ul trafilter that contains E.. 

Therefore 1..( contains each zero-set in {A (<<, (3): ~e.A.QL ,\\lE.A} 
and 'tiis in every basic closed set in {CA(O(,@)I ~~.A.et1Cl(eAJ' 
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It then follows that tl is contained in each C,. Therefore 

tie f\ (Coc. alE .oj. Since each class of closed subsets of 

I 
,

' 
~X which satisfies the finite intersection property has a 

non-empty intersection, @X is compact. 

I
j 

To show that PX is a T2 -space, let E. and ~ be 

distinct points of ~X. Since !, and :; are distinct 

Z-ultrafilters there exists a zero-set A in t. that is 

not in ~ , and hence a zero-set B in ~ such that 

A nB = 11. Note CA and CB are disjoint. Since A and 

B are zero-sets of X let A :: [ X € X, f'(x) = o} and 

let B :: {x E X, g' (x) :: 0 J· Define the function k by 

1	 If'(x)1k(x) = 2" 

thus k is a	 continuous function. Define the function f by 

f(x) = k(x) if k(x) <. 0 

=0 if k(x)~O. 

Denote the zero-set of f by F. Define the function g by 

g(x) = k(x) if k (x) >0 

= 0 if k(x) ~O. 

Denote the zero-set of g by G. The functions f and 

g are continuous. 

CAc ~X - CG since A n G = ~, and CBc.~X - CF since 

BnF :: 11. Therefore the points E and J=' are in the open 

sets ~X - CG and ~ X - CF, respect!vely. Suppose some 

point U of ~ X is in ~ X - CF, then F 1tl. But since 

X E 1.( and F VG = X, then G ~ 11 since 'U is a Z-ultra­

filter. Therefore u.E: C and Uf ~ X - C • Thus ~ X - CGG	 G
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and ~X - CF are dis joint. ~ X is therefore a T2-space. 

(c) To show that any continuous function f from 

X to Y, a compact T2-space, has a unique continuous 

extension from ~X to Y it is only necessary to show 

that there exists at least one continuous extension. The 

fact that X is homeomorphic to a dense subset of ~ X and 

that Y is a T2-space implies that any continuous extension 

will be unique. 

Let f be a continuous function from X to Y. 

If C is a zero-set in Y, then f-l(C) is a zero-set 

in X. Let U. E~X and for notation purposes let E(f, U) = 

{zero-sets AC.YI f-l(A)E.UJ. To show that E(f,'U) is 

a Z-filter, note that f-l(y) = X a zero-set in lj, 

hence E(f, t() is non-empty. Let Band C be elements 

in E(f, t{), therefore f-l(B) E U and f-l(C) e: 'U. Since 

'U is a Z-ultrafilter on X, f-l(B) nf-l(C) E. 'U. and 

hence f-l(B (\C) ~ U which implies that Bn C E. E(f, U). 

Let H ~ E (f, t() and let a be a zero-set in Y such 

that Hea, then f-l(H)Cf-l(O) and f-l(H)€.t(. There­

fore f-l(O) is an element of U. This implies that 

a EE(f, to. The null set is not an element of E(f, 'U) 

since f- l (..0) ~ U. Thus E(f, U) is a Z-filter on Y. 

Suppose AUBEE(f,U), then f-l(AUB) €,U. But f-l(A U B)= 

f-l(A)U f-l(B) and since U is a Z-ultrafilter, either 

f-l(A) or f-l(B) is in U. Hence, if AUBfE(f,U) 

then either A or B is in E(f,1{). 

Since Y is compact, every class of closed subsets 

of Y with non-empty finite intersection, has a non-empty 



47
 

intersection. Hence, fl{AI A~ E(f, U)} is non-empty. 

Assume that the intersection contains two distinct points 

p and q. Since Y is a compact T2-space it is com­

pletely regular. Therefore there exists disjoint open 

sets P and Q of Y that contain p and q respec­

tively and whose complements are zero-sets. Hence, (y - p)U 

1 (y - Q) = Y£E(f,U) and this implies that either Y - P
1 

~ 
~ or Y - Q is in E(f, U). Since pI- Y - P and ql- Y - Q, 

~ 
j 

" p and q cannot both be in n[A I A~ E(f, U).}. Thus
I 
1 11 tAl A~ E(f,ll)} contains a unique point which will be 
I 
7, 

denoted by f ( U. ). Therefore 
A

f can be defined as a 

function from ~X to Y. 

Let a £ X, then the corresponding point in ~X is 

1La. Now f(U ) = p, where p€Y and PEntAI AEE(f,U a )}.a 
Note p is the only point in "[AI A£ E(f,U a )}. Then 

E(f, ll.a) = (zero-sets AC. YI f-l(A) £1L al and this 

implies that f(a) is in every zero-set in E(f,lla). 

Hence, f(a) = p and f is an extension of f. 

To show that f is continuous it will first be shown 

that Cl~x(A) = CA, where A is any zero-set in X. Let A 

be a zero-set in X and let h be the embedding map of X 

into ~X. Now h (A) = IUal a~ Alc{u C ~XI A,U.j = CA· 

Therefore, cIe X(A) C CA. Let CB contain h(A) = (l~ a I a £ AJ • 

Then CBf) h(X) = {U.bl b , BJ• Hence, ACB and if CB 

contains h(A) then CAC CB• It follows then that 

c l~ X (A) = CA. 

Let 0 be any open set in Y and let p be a point 

in 0 such that there exists a 1.( £ ~ X where 1'( lL) = p. 
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It will be shown that there exists an open set in ~x that 

contains 1l and is contained in ~-l(O),thus showing that 

"f is continuous. 

Since Y is completely regular, there exists a 

zero-set-neighborhood F that contains 
/'
f(U) and is 

contained in o. Let Q denote the open set contained in 

F that contains the point 
A
f( U). There exists a con­

tinuous real-valued function k such that k(Y - Q) = 0 
A 

and k(f( U» = 1. Therefore there exists a zero-set 

F'~ Y - Q such that the complement of F' in Y is an ,. 
open set contained in F and containing the point f ( U). 

Note that FUF' = Y and hence f-l(F)Uf-l(F') = X. It 

then follows that Clpx(f-l(F» U Cl~x(f-l(F'» = ~X. 

If U ~ Clpx(f-l(F'» = Cf-l(F')' then f-l(F') E: 11. 
Hence, F'~E(f,U) and "f(t()fF'. But this is impossible 

and, therefore U¢ Clpx(f-l(F'». Hence ~x - Clpx(f-l(F'» 

is an open set H in ~ X that contains the point U. Let 

U' be any element of He Cl~x(f-l(F», then f-l(F) E.1.l'. 
Now '1( U') = f\[AI AS E(f, 'U')! ' hence 'ftCU')E F. Thus 

~(H) C F co and l' is a continuous function. 



CHAPTER V 

SUMMARY 

This paper covered the concepts of a one-point 
~ 

compactification and the stone-Cech compactification. 

The first chapter introduced the paper, presented the 

purpose of the paper and the problem under consideration, 

and listed definitions basic to the entire paper. 

Chapter two developed the one-point or Alexandroff one­

point compactification. The second chapter also 

developed several relationships between (X,1) and 

(XI, rl 
). Chapter three developed the Stone-eech com­

pactification and several relationships between X and 

~X. It also demonstrated the uniqueness of the Stone-
v 
Cech compactification. The fourth chapter used Z-ultra­

filters to construct the Stone-eech compactification. 

Chapter four also introduced some basic notions of filters, 

ultrafilters, Z-filters, and Z-ultrafilters. 

The possibilities for further study in this area 

are many. Several relationships concerning the Stone­
~ 

Cech compactification lie beyond the scope of this paper. 

Other types of compactifications have been developed. The 

Wallman compactification is noted in Gillman and Jerison [5J 
to be equivalent to the Stone-eech compactification if and 

only if (X, T) is normal. Thus other types of compacti­

49 
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fications, see Gillman and Jerison [5J and Thron [4J for 

examples, lend themselves to further study. 
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