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CHA.PI'ER I 

INTRODUCTION 

vfuen studying infinite sequences, there are many of these 

sequences whose elements become repetitive. This naturallY gives rise 

to the questions: (1) How can such an infinite sequence be generated?, 

and (2) If given such a sequence, how can its generator be found? vfuen 

considering only those sequences of maximum period over a finite field, 

such questions may be answered. 

I. THE PROBLEM 

statement of the problem. The purpose of this study is (1) to 

show that all sequences of maximum period over a finite field may be 

generated by a linear recurrence relation; (2) to show an isomorphism 

of the linear recurrence definition to a set of quotient polynomials; 

(3) to develope the background for sypthesis of the minimum degree 

generator, given an infinite periodic sequence. 

LiMitations. Since there have been numerous 'studies made con

cerning infinite periodic sequences defined by a recurrence relation, 

this paper can deal only with those sequences which may be defined by 

a linear recurrence relation over a modular field of integers. Such 

sequences are shorm to be purely periodic, thus greatly simplifying the 

task of finding the minimum degree generator. 

Importance of the problem. Infinite sequences of maximum period 
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over a modular field have rr~ny interesting properites and uses. How

ever, this study ~as induced by the occurrence of such sequences in 

natural and physical science phenomenon. One such physical application 

nlight be in electrical impulse circuits, where the elements of the 

seQuence are considered as a~plitudes of the electrical impulses with 

respect to time. Generators 0: such sequences are then of great import

ance in determining circuit topology. 

II. :bRIEF HISTORY 

In the year 1202 Leonar'd Pisano, or Fibonacci, used the recur

ring sequence 1, 2, 3, 5, 8, 13, ••• concerning the offspring of a pair 

of rabbits. Later Girard (1)90?-1633?) noted the linear recurrence, 

Un+2 = Un+l + Un, for this sequence (arithemetic series). This sequence, 

referred to today as the Fibonacci sequence, was probably one of the 

earliest sequences defined by a linear recurrence relation. 

An interesting account of the history of recurring series from 

the time of Pisano until the early nineteen-hundreds was 3iven by 

Dickson (1874-1954) in his histo~r of the Theory of Kumbers, vol~~e I, 

Chapter XVII, IIRecurring Series ll • 

Lucas (1842-1891) was the first to make any extensive studies 

on sequences. Lucas in his earlier work stated without proof ~~y 

theorems on the series of Pisano and also established 'many properties 

of second order sequences. Later in 1930 in a paper on extended theory 

of the Lucas' functions, Lehmer devised a test for the primality of 

f:ersenne numbers 2P-l (p, a pri~e) which has been used for the discovery 

of a prime with several hundered digits. 
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In the year 1913 Carmich~al Generalized m~ny of the Lucas' 

theorems and corrected several others. Later in 1920 Car~icheal made 

the first attempt on sequences ~~ zeneral and established much of the 

termj~olo~y used to dicuss their ftmdamental property of ~odular period

icity. In apa,er presented to the Americ~n I'~thematical Society L~ 

1930, EnGstrom further developed the concept of modular periodicity 

by reducing the restrictions on the modulus. 

Ward presented a paper to the Society in 1932 which discussed 

methods to determine the least upper bounds for the characteristic 

number and the nUffieric of any solution to a general linear recurrence 

relation. Also discussed byvlard, ~d of great importance to the 

present study, was that the::.'c ~~l1·;a;,/s exist solutions of the defining 

recurrence relation \-Jhose C'har2.cteristic number modulo m is the prin

cipal period of the definins recurrence relation. vlard also presented 

in the sa~£ paper the fundamental theorem on purely periodic sequences 

m1d several useful corollaries. 

Hall in a paper preci:m:ted to tne AY'lerican :·l:l.therr.r:.tical Society 

in 1936 discussed an isomorphism between linear recurrll1~ sequences 

and algebraic rings. 

Brenner in a short Dote presented to the American lTathe;natic2.1 

!'lonthly :i::1 1954 discussed a method to deterydne the period of a seClue~1ce 

using established theorems about matrices. 

Zierler in a Dauer Dualisned in the Journal for the Society ofJ.;. ... ~ __ .__.~ _ _ <, 

Indust!'ial and AnDlied l-:athematics in 1959, discussed the very small 

class of linear recurring sequences which a~e of interest in this study, 
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i.e., sequences of maximum period gcneratec by a linear recurrence over 

a finite field. Also in the same paper, Zierler gives a proof of the 

equivalence of the defining lir.c3.r recurrence and a quotient ring of 

polynomials. Hany of the theorems l1ecessary to find the :ninimum degree 

ratio of polynomials which generate a given sequence are presented by 

Zierler in his paper. 

In more recent years linear recurring sequences have also been 

examined by Albert, Blankinship, and Golomb. However, most of the 

background for the present study was presented by Zierler, Brenner, P~ll, 

and Ward. 

III. OUTLI:'JE GZ" APPROACH TO THE PROBLEM 

An isomorphism is made between infinite periodic sequences over 

a modular field of integers and infinite degree polynomials whose coef

ficients are elements of the same modular field. Furthermore, it is shown 

that these infLiite degree pol~omials ~ay be expressed as a ratio of 

finite degree polynomials. These polynomials are defined over the field 

GF(p), and their root fields are extensions of GF(p). A general synthesis 

?rocedure is developed to find the minimum degree ratio of polynomials 

~hich will produce any periodic sequence over GF(p). The root of their 

.polynomial representations will be considered so that a synthesis pro

cedure may be developed. 

r. '~ 

Chapter II shows that the set of all sequences LXiJi=O xi~Ip 

satisfying a defining linear recurrence relation is generated by a (k+l)

,... I <:JO

tuple of elements of ~ and each txiSi=O is unique~ determined by the 
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!{:-tuple vlhich consists ofe;',2 - •  ~~"'t .-1 ~,-_. _.... .,;, .... •• 2l.3:T;i:,;'r:.tS of the sequence 
( ')~: 

~i x~ r..; '-c' ..... v.,L- I. 
It is then shovln that this S(;l, (;::.' k--:.u?les cie:1cted by A is a linear 

_':::'2. of order k. The pur~:)o':;0 oi' ...,r;0'.dn~~ the set A is a lineal~ 

algebra of order k is to m3.;\c at" iso:r,or?r:is7.; 'cetl"een the set .A and 

the algebra of k x k rr.atricE-s. 1'h::"s iso:~lorp::ism will greatly simpEfy 

the task of finding the ger:2~'(:""J~)l~ or a,,:,;y }J2.rticular sequence. 

In Chapter III an isono~··?t::..ST:". is shmm betvJeen the defining 

linear recurrence relation and ~ set 01 infinite degree polynoITQals 

defined as a ratio of finite ds0ree polynomials. 

In Chapter IV the infinite periodic sequence is defined and 

it is shown that there are always infinite sequences which are solutions 

of the defining linear recurrence relation whose characteristic number 

is the principal period of the defining recurrence. 

Chapter V gives a brief outline of extension fields and 

the root fields of polynomials of prime characteristic so that a 

sJ~thesis procedure might be developed in Chapter VI for finding the 

minimum degree generator of a ziven sequence. 



Cr~__;?l'3'i~ II 

THE DEFIN DG L:;];:::.6..:8. REC ur-ffiI:-JG REIAT ION 

AND Sm-IE ?R.OP2I-:TIZS 0:2 ITS SOLUTIONS 

For k.?: 0, let aa,Cl:L' ••• '~ be elements belonging to ~, 

the field of integers modulo p, ~here p is a prime, with aa~( f O. 

Denote the set of all sequences fx~~=o satisfying the relationship 

k 

\ a.x.. = 0 (i = k,k+l, ••• ) (2.1)L ;) ~-J 
j=O 

by G = G(aO,al' ••• '~)' where x~t.ID. a.YJ.d xi = 0 for i<O. 
~ 

Now the set G contains pk members, since each of the first 

k i.'1itial terms, xi (i = 0,1, .•. , k-l), of a sequence {Xi}:o may be 

chosen in the field I in p ways and the rc~~ining terms of the p 

sequence tXi}~=O are then determined by the recurrence relation 

X. = _a~l ~ ajx _j (i =k,k+l, ••• l. (2.2) 
~ i 

j=l 

The elements of Q are said to be the (linear recurring) 

. a asequences generated by the (k+l)-tuple of ails; ~. e., 0' ••• , k 

generate the set G. (11, p. 31) 
r .., cO 

Let the first k elements of a solution, tXi}i=O' of (2.1); 

i.e., an eler::ent of G, be associated with the 1(-tuple (xO, ••• 'X )
k

_

vlhich will be denoted by (:s). There are pk such k-tuples with 

elements belonsi~g to 1 satisfyinG (2.1), hence all k-tuples with 
p 

elements belonging to I satisfy (2.1). Now each such k-tuple (x,)
P K 

is unique, thus letting the first k terms of a sequence flx~~~~O be 
~~~-

1
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Ghose of such a k-tuple, ur.~quely oeter~ir.es a solution tY~ji=O of 

(2.1). A one-to-one corres~ondence rr~y be set up between the set of 

all such k-tuples with eleme~ts in I~ and the set G, i.e., all se~~ences 

~- 1.:>3
tXi5i=0	 satisfyL~g (2.1). Denote this set of k-tuples by A. 

To illustrate the linear recurrin3 relationship of (2.1) 

( - <$l
consider as an example the s0q~e71ce of lxJi=O Generated by the 

4-tuple (aO,al ,a2,a ) = (1,2,1,~) ~~d the 3-tuple of initial values
3

(xO,xl ,x2) = (1,2,2), i~he:"; a.,x.EI
1 1 P and k = 3. vlith these soecifi • 

cations the equations (2.1) oecome 

lx +	 2~(r, + lx ... lx = 0 
3 L 1 o ' 

lx4 ... 2x_ ... lx + bel = 0,

lx, ...	 ')" 

j 

4 

2

3 
+ lx	 + lX2 = 0, (2.3)L.. -"". \ 

. . . .	 . . . . . . . . . . . ., 
lx +	 2x + lx + lx = 0,n+3 n+2 71+1 n 

etc. 

The following system 0: equations is obtained from (2.3) by 

sol'vlng	 f or the Xi I S C' -- 3)~'~)".I ~ \1	 /. 

rI -;-	 Ix ... ... 2xx = -\D:	 ),
3 2 l. O 

x - (?x T lX + 2x ),II - -\. ..... ~,	 3 
.... - 2 l 

x,.., = -(2x 1 + lx + 2x ), (2.Lf )
:?	 L~ 3 2 

. . . . .. . . . . . . . . . ., 
x = -(2x ~ + Ix + 2x )

n n-l. n-2 n-3 ' 

etc. 

The solution, ["':: ~:O' r::ay be obtained from the system of 

equations (2.4). Suostitution of the assurrlQo values X = 1, Xl = 2,o 
nnd x = 2 into the first equation of (2.4) determines the value .. ::: 2.

2	 '< 
.-I 
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TT •

J."1aV'l.ne obtained Y we may solve for Y using the second equation ofJ t 
(2.4). If continuing i.'1 this ma:-'.ner indefinitely the solution, fx),. ~o 

,.	 .... .I-)~-

would be obtained. It is this p~opcrty; i.e., the recurrence of the
 
+h
 

'......... .1. • ,." .... '
 x. 's	 (i< n) in determining the r. -cer:il 01 "De sequence, that leads 
~ 

us to call equation (2.1) a rec~rsive relation. (6, p. 28) After
 

solving for a finite number 0: ter~5, it is realized the sequence in
 

this example becomes repetitivc. 1::1 fact, all sequences which are
 

solutions of (2.1) be come repe~itive. Since, all that is necessarf
 

for a solution, ~x;ri~ with the initial k ter~s xO'~' ••• '~_l' to
 

become repetitive is that some k consecutive terms previously used,
 

occur again later in the sequence. Now, some k consecutive terms
 

must always re-occur later in 0he sequence. Since there only pk such
 

k-tuples over the field 1 , SUP00Se that the first pk terms of a 
0 

--00 .
 
sequence [ xiJi=O are elemen~s of the :ield 1p such that no k consec

t · t	 ..,. 1'" rk)th t .u ~ve erms re-occur up ana lnc ~o~n~ \P erm; ~.e.,~o	 ~"e 

-L:(XO'x" ••• ,x 1... ." ••• } x. E I i~here (x.,x. ,., ••• ,x. +' ) I (x. t'x. +t+l' _ p~-~ l P ~ l+~ ~ K ~+ l 

••• ,X t +k) for O&-i-6(pk_(k+l). iJm~ i~ith these conditions ,,)(3 realize·i +


that there are at most only (k-l) k-tuples which are not included in
 

the first pk terms of the sequence. AnQ that if the terms of any
 

k-tuole (x k'X ... l'X k 2' ••• ,x 1 ) where to comorise the next k ter:TIS1	 1...•	 p. p,.+ P + pr.+.{ ~ 

of	 the sequence, then the sequence must at least repeat some k consec

t h' r k 1 )th t . 11 k k t ,.1.'ut ~ve · erms upon reac. ~ng "De \9 +,( erm, sJ..nce a p - up_es 

have definitely occurred by the (pk+(k_l»th term. In fact, the n~~oar 

of terms in 1-lhich a sequence [~~}:0' a solution of (2.1), must beco:ne 

...... ... k	 . . ~. 

repet~,,~ve ~s at mosv p • A result of this arsument ,,,.' sun:li1,.s..:rl.ZeCi 1.~ 
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Chapter rJ, 'Theorem 4.4, after a ::x::riodic seQuence is defined. 'The 

solu~ion to the example Give~ asove is [1,2,2,2,1,0,0,1,1,0,1,0,2, 

1,2,2, ••• Jr, which begins re~eating after the thirteenth term. 

Now recallinG that the set A is the set of k-tuples 1-lhose 

elements are the first k ele~ents of a solution to the defining 

recurrence relation (2.1), define operations of sum on A to be 

(1.1, ) + (v~ ) ::: (1.1, + v ) (2.5)
K ~ K k 

and scalar product to be 

c(v1 ) ::: (C"l1, ), (2.6)
:<: ,( 

l'ihere c €I and (1.1, ), (v, )EA. ':'he operations are obviously closed 
p K: K 

since these are the ordinary operations defined for k-tuples over 

a field. The identity element for the operation of addition is 

(0) ::: (0,0, ••• ,0), and the additive inverse of (~ ) is -(~ ) ::: (-1.1, )
l( K ~ 

which is defined to be (-UO,-U1' ••• '-~).K Furthermore, it is evident_ 

that addition is commutative and associative. Therefore A is an 

Abelian group with respect to addition, and for c,dcl ' c(V + ~)p k 

( , \::: (CV ) + (cu ), (c + d)(v ) ::: (CV ) + (dv ). Also (cd)(v ) ::: C av,
k k k k k k K 

j 

and l(vk) = (vk). (9, p. 137) 

Hence, according to the followi?g definition, A is a vector 

space. 

De.finitic:1 2.1. A llvec7,or spase ll V over a field F cO:1sists 

of a none:apty set of elemen""s, called vec::.ors, such that for any t,JO 

vectors X,Y€.V the S11;11 X + Y is a uniQue vector of V, and for any 

scalar aEF, the scalar product aX.EV. The set V is then called 

110. vector space over the field ~'i1 if V has the follm.Jing propertiea: 
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,.) V' -. .,' t t d"t'h'\~ ~s an .-I.oel:Lil~l ~·r'o;.;.? ,;n"0n ros:;;ec 0 <:o~ lon, 

.., (,".. + y) = ..,;'" (ii) u,...... ~ ... + aY, aCF;X,YEV, 

b £1;' • Y r: "(iii) (a + b)X = aX + eX, a , ... , ..... ~ 'oJ, 

1 L:" V/:"J(iV) a(b.X) = (ab)X, a, 0-=-1' ;., ...... " , 

(v) IX = X, 1 the unity of 1.
 

The following is a (;.L:.~'::'~::'tion of a linear al[;ebra.
 

Definition 2.2. A lllicear alrf e'ora ll is a set of elements K
 ..- -- ~ 

which forms a vector space 0'1(,';:;- a f:i.elc) F and 'iJhich has defined an 

associative and bilinear multiplication, tha~ is 

(i) OL()3 r) = ((x. /-3 )Y , ot.,p, ye K, 

(ii) . O(.(cfi + d Y) :: c(..:x.p) + d(cX.Y), O(;',,8,YE:K;c,dEF, 

(iii) (c oc + d/'?)Y = c(CXY) + d(,BY), c(,,.B,Y6K;c,dG? 

K has a unity element <S if there exists -S E.?: such that ,.5"0( = cL = cl.cl 

for all ~€K. The !I order" of a li:nea:-~ o.17eb:::,a K is the dimension of 

K when K is considered as a vector space over the field F. 

N01'v on the set of elE:Clc~'lts conta.ined in A de:L.'16 ~Ilultiplication 

as 

(v,) ~;< (u!) = (vO, ••• ,v", ... ,v, l) .;:" (UO,···,U" ••• ,~ 1)
l'C ,0(: .l.. "":"'_ ~ K-~ 

~ ~ , + + ) )- l...,.. (~7' - v "'0' ••• ,,,---v,·,_~u.~'···I'V, _lUO ••• vO~_l· \,-.,)( rf&J j =0 - .:cJ..J ~ ., 

Since the elements u~ and v" aTe elements of a field, it :ollows that 

the above operation is closec'. ~;ovJ it is easily shmm that multiplication 

.;(. is comrrmtative and associative and satisfies the two postula.tes of 

bilinear multiplicQtion in definition 2.2. 

Defining the unity S =: (1,0,0, ... ,0), it is obv:ous fron""V:'18 

definition of -:" that 
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(1,0,0, ••• ,0) -:(- (uO''\'.'.'~_l) - (-c.O''-\'' •• ''1<:_l) -::. (1,0,0, .•• ,0) 

(u..,'J.., ••• ,u, ,)
U 1. tC-... 

ConseQuently 211 0: the pos~~l&~es of d li~ear algebra are satisfied. 

Eence T;Je have the Io::"lo:'Jins; ·cr:eo:ce,,".. 

Theorem 2.1. The set :. of \-::-tuD1es defined by the correspond

... '. --0 , r'\ ~ ..
~"'I "'I ~ ~ V ,,~.-: "'"' ,...' ce:1ce ( xa,x.,,···,x,_, ) -;"'--"~"=O' tJ:.",re~L·x'i~~=O l~ a solution 0: (2.1), 

- tC~ L-cJ-' ~.j.J.. 

forms a cOTiillmtative linear a:'~:eora TtiUb u..nity for:' the three operatio:--.s 

defined by (2.5),(2.6) and (2.7). 

Definition 2.3. An iso;:lor-:)hism bet,'ieen tHO algebraic 2yste:':ls 

"2 and B' is a correspondence beh'ieen Band TI'. That is, if c:£,j363, 

~' ,./3 '~B', and the correspondence iE 0( ~ ex', j3 ~ ,8' , 

I·lith the operation in B denoted by CD and the operation in 3 1 denoted 

by 0, then 

(cJ:. G)J3)1 =cL' 0 fit. 

Theorem 2.2. Every linear al:;'ebra of order k, v3ith unity is 

isomorphic to an algebra of k x k mat~ices. (4, pp. 216-217) 

Theorem 2.3. The corresDonde~c8 of------ . 
.. 

,0 ,0 , ••• ,0iUa 
i 
ilJ, ,1b ,0 , ••• ,0 
( r ... I (2.3)(~ , ~ , ••• , "1.:-1) ~u ,u.. 1 =)~ ,~ ''b , ... ,0\.. lJJ i • 

!• 
! 
I •C\-l ' ~:-2 ' ~(-3 ' ..• , '1J 

(where ~i == '1J' etc., as defined by (2.8)) and 

(1,0,0, ••• ,0)~ I = S ... , ,'lith
lJ 

r; ~:. ~\ 
i
\ 
0, ....1. i I JI 

S· . ", 1 ~lJ Ll, if i == jJ 
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defines an isom.orphis::1 bet'/Jee:1 .:... and the k x k Inatrices of type U. 

Proof. The correspor,dence is obviously one-to-one onto. 

Consider 

(u, ) ":- (v ) ~ U + V 
~( 1< 

by definition of matrix addition 

D + V = ~J + ri~ ~j +~~
~ 

which corresponds to (~r + ~.). ~oo 
.... ::\.. 

c(v ) = (cv, )
k ,{ -~~ [~vi11 = c [vij] = cV. 

Therefore addition and scalar nultiplication are preserved. 

Sup":Jose ('1.1, ) and (v. ) 'oe10:10" to A. ~'Jow if multiDlication• K K'~ .. 

-rio is preserv'ed under the corresponc.ence then (~) ;;1' (v ) ~ L;V
k 

vlhere U and V are defined according to (2.8). Let 1rJ = UV = [w ].
ij

" ., .. .; 1. • Tn .. "th ~ ~ ,. " J..
Cons~aer w.. located ~n .:.[~e l rOvl 3J1Q J colurrn 01 ~J. 301'1 "he 

~J 

, .... .,. t· f t' . thelement w.. is the result of the ~~trix mU_v~pL~ca ~on 0 ne ~ 
~J 

row of U and the j th colu~:,. or' V, "hieh acccrding to the definition 

of matrix multiplication can bs expressed 

k 
\u-1 

~'... - I .;.,.,v .• 
l"" L- ~,. nJ
" ::--... :.:::1 

Sut according to the corre:,r(wrJ,cence (2.8) u. ~ u. a.Yld 
, ~!". ~-n 

v .' i>V • where the tCl'"'FLS "-. = 0 for n = i+l, ••• ,k and
nJ n-J l-~ 

v . = 0 for n = 1,2, ••• ,j-l. ~hus 
n~ 

i 

'(AJ • ~ \" u v .• 
~" 

- J 'i-c. n-J" "
n=j 

Now for a change of variables let n-j :; r, then 

s 

~ u .. \ v.\.). . :;) ( l-J ) - r r
~J L-. 

r=O 
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::·'or all i<j, vi.; = 0 and ":J~.: :: uovn • 'l}.e subdiago:lal elements 
~u ~~ U 

"j • . '. :: ulv U v
~,l-~ o + a 1 

a-:ld in general 

o,-'

.. u v.'W.; "_"... ,.~ ~ :s -1'-' r 

r:=O 

But these are the elements of H defined by (2.8) vihere 

l
\ 

(~) .::. (v ) = ("\)
\

.. (u..s O'···' /..
' u ..V j'... )k \) _ ~-J . 

j:::O 

Eence multiplication is :Jres,sr"l!(d ':<:-ide:.' 'chis mapping. This concludes 

the proof of Theorem 2.3. 



C~L~=->T~R III 

POLYNO~'1IAL G:~:'~:S?ATIXG Cm;CS?T OF 

LII'JE;~t 1~~CLELl.ING SEQUE:,rCES 

A one-to-one correS]ODCenee tetBeen the generating (k+l)

tuple (ao, ••• ,~{), which seher~~es G throu~h t~e relation (2.1), 

and the polynomial fez) of deGree k with f(O) f 0 may be established 

by the follo't-Jing 

(a .., ') ...-'--i-'=-(z\ - ", + a z + ••• + a z k • C3 .1)\ ~, ••• ,a~ ~\ ) - -.L 
v o. 

a O k 

)~ow any sequence 0~J 7=:0 sE,:::.isfying (2.1) can be placed in a 1-1 

correspondence with an infinite degree polynomial in Zj i.e., 
00 

r "w iI ("1. x, ( ,	 ';--jo n• z ) = [ xiz • C3.2 )
l :i.;FC 

i=O 

Let G(.<0)'aenoGe• t" S8~ ...'"':i.n~lnlve.	 l' s~ ne o~ ....'aegree po ynomla 1 

generated by g(z)/f(z) which is defL~ed to be 

(f "/~(); ,(~( ')G(f ') ;:: t'3\.'l) l:l : Q\.1 Z) = k and 
.., 

dC:~(z))< k '"here r,Gc1p[Z]J. C3 .3) 

,(~\, 'd t' 1 't' "( )'':::corem 3.1. The sr.~t ~\.l) lS len lea Wlon u a , ••• ,ao k 

through	 corres?ondence ().2). (l~> p. 33) 

~ ~.., • 0 i) '.-:- ~ r 'I ., d ( ( )) < k "t' ' ~rool.~u.ppose tn~·.,,:~\z '-=-.1. LZj vnt:J. g z ' ••\0\'; :J.e r2.t1.0 
- 'P 

I.:X: 
.--	 ° 

g(z)/f(z) " i •A~ Zl h(z) ';vith x.E: I • 
L__ 1. P 
i=O 

fi~	 \1 00 \ or:; (:( \ 
'-- 1-- I\ ~I t\ ... -C \.= / \ " 'I - I • '- v '7 S IThen g(z) = f(z)h(z) C'. ~ 1\1. •. I =L I x ..a, i,Zl. __ ::	 1\ __ s ~-J J I1\1.	 

~ 

,r=O	 I \5=0 I i=O \j=O J 



- ~ ''- 
~,.) 

c.' (r- (Z)) < k",\ "since:';O\~ 
'-,

t'~-,ro'-.._-, co 0 (i
-~, ,~..... ~ 

'" ~ 

1... l("" ):.... ,.:. ... "t'l., •••• 

- '"'\ Gt:;';
r~'1\... -C' t' I,. ~ ~ ..L ' .co :""'0 a. . ..., ( ) 
.I. ••ere.:.ore ne secuence -IXf!~J' ~Or~:',2G. :)'1 diG COel.I~C:Lenvs 01 n Z . l j ..L-\..I < 

satisfies (2.1). Hence the so't, of all elc:-,-,ents of G(f) when considered 

.-., ( , 
as sequences is a subset of -~. \c~,....... ) ..... )Cl~,). :}Oh~ since both G(f) ane 

'\... ... 
... ,,/ .... '\

G(aO, ••• ,ak ) contain p elcr.-.3::1-~{: 2.r::.:. l; \ I ) :.8 3. subset of G( - ~ ~a.O' ••• , o'k I , 

they must be identical \~it:-,in "';:,:n8 corrG.s:.::;once,.ce (J. 2) • 

i'Iote that (3.2) is T~erely an 2bstract corresoondence beti..Jeen.	 . 
. ,..., 1'" d '" ( ) . t' , . sequences and QGgree 'co ynorr::La.1.s. ~~n .i. z neL'11~n~'(,e	 ~s genera'c~ng 

polynomial of the lonE; civisi01 precess g(z)/r(z) justified by 

Theorem 3.1, Le., the polyno;!lial generation of G(r) is ide:!ltical 

. t' G( ) • b 12 1-l- \
w~ n aO, ••• ,ak genera~eQ y ~ .~J. 

The folloviing theorem proves the algebraic structure of G(f) 

is a vector space. 

r ~ 
'l'heo:::'e~ 3.2. '-'he set ~;(f)	 = tj(Z)/f(Z~ defined by (3.3) 

forms a vector space. 

(, "I <:0 r'va
:?rooi' • Any t\oJo sec~uences 1U~ i=O and i.:'lJ i=O belonging to 

G(f) have polynon:ial represe~1"L9."Cions of G(z)/f(z) and q(z)/f(z), 
, ~ 

~(-J.. 

'\'" . 
\ :L '( \.. ~respectively, ':1ncre g(z)	 I :;iz :1 ana q 'Z)= L qiz , if the 
-'--. 
~=c i=O 

d(f(z)) = k. Now if we consider 3(Z)/f(z) and q(z)/f(z) as vectors 

defined over the field T t:,en SU;rl of tr!ese t\~O vectors is taken to be"'p' 

ld 
r \ i,:;, + C JZ) __ ~'i "'i 

..: -'''\..L,-,-,'".(,) ~/~\ 
__ Tc.:. Z . __~_;. \ L., / 

= n( ,fez) i Z) f(z) 
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"1.,' • • n~/p~ ,. '4' 'd·.I-'··' t
~Jr;lC.J lS a. unlque veCl:or 01 ~; \..1- ) • ~'iOT;J l;:, lS eVl ent. "nat. t.ne vee ors 

of G(f) form an Abeli2n prOUD with resneet to 2ddition and that 
~. . 

tDe postulates of ::Jefinition 2.1 are satisfied if the field F is 

~. Eenee G(f) is a vector SDace. p 



C:-i.A?i.2.a TV 

PERIODIC ?~O?E?~IES 

Definitio~ 4.1. An infinite sequence of ele~ents which after 

a finite nwnber of terms, say s, becomes repetitive in the following 

sense 

(uO,ul,···,us_l,us,us+l,···,us+t_1,usJ 

us+1,···,'J.s+t_l'··· ) 

,lil1 be defined as a Ilpe~iodic sec:;,uen:c; t: J~' ~JEjriod t. 
r ~ 00"'h 1 t . d ~ ., . ,'" . t1 e aas perle 01 a sequence 18 0~er10ClC ~U~~l'-O S~lC 

- l. J.) 
" - "\ to'"

be the II char<::.cteristic numo,,":T'; of tUi } i::;O--all other period.s are 

multiples of this least pe~::"()c. (10, p. 600) 
:- ")~...:.,. . ~ ,." ..The "numeric II of 4'U..:;,.;-o 13 t:18 number or nonrepeat.1.ng ter;:"!:::
L ..LJ .z...-l 

at the beginL~g of the sequence. 
-... ~u r i oc.

If the nU171.eric of a S8c~ue:1CG ":'u. L . r'is zero, then ~ui\ i=O;,.. J:.\1.:'=0 '- -' 

is said to be tlpurely periodic.:! 

A number ,~hich is a Der::"oa of i3VGY'Y seQuence satisf.:ring the 

, . f ~ . . (2 - \. . '-'-' 'I '1 • d ItQl l.erence equat.lon .1) lS Sc~lC ,,0 00 a ''':senera~ perlO • 

Let t be t:.l6 leas:' 5\lC:1 ger./2:ral period and call it the 

llprincipa1 pericd ll of (2.1). 

""'ne~~e I, 1.l...i. v..:.. m~. T~ere are always solutions of (2.1) whose 

characteristic n~~ber is the pri~cipal period of (2.1). (10, ?p. cOJ

601J 
~ t" i'lCJQ "ri(X) ... , ... ,'0 +' 

~ roo.... 0uppose nat. ~u"Y~-O ana lV~~~-O are a~y vwo ClS0~~C~---- L. =0 ~- L ",) ... - J 

. 1 .solutio~s of (2.1). If there are ele;:lents '1.."'" D, De O~l3lD~ toul'...-'2 J ···' ~{ 
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I ~hich satisfyp
 

u = blv + b2v +l + ••• + bkv +k_l , (4.1)
m m m m

(m = 0,1,2, ••• ), then the characteristic number Ofl[v~~=O is a 

multiple of the characteristic number of {u~~O' Because of the linear 

recurring nature of the elements beyond the first k elements of any 

solution of (2.1) and because the equations resulting from (4.1) are 

linear, it is only necessary to consider the first k equations of (4.1). 

The linear simultaneous set of equations in matrix form 

Uo 

'\ 
u2 
• 
• 

Vo v1 v2 ••• vk_l bl 

v1 v2 v
3 ••• vk b2 

= IV
2 v3 v4 ••• vk+l b)\ (4.2) 

~_Jj t'k-l vk vk+1 ••• V2k-lj Lbk_ 

has a unique solution for the o. 's if and only if.the determinant of 
1. 

the coefficient matrix is nonzero. 
00 

No~ consider the sequence [V~i=O ~hose first k components 

are (vk) a (1,0,0, ••• ,0). The coefficient matrix of (4.2) becomes 

100 ° ° 
000 ... 0 V

k 

000 ••• vk vk+l (4.3) 

° vk vk+l ••• v2k_2 v2k_l 

and its determinant (vk)k-l (_l)k is nonzero. Since 

vk = -aD-l[k vk_jaj a -aO-1ak 
j=l 
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is nonzero by hypothesis of	 (2.1). Thus for this sequence {Vi}~O' 

(4.2) determines a unique solution for the bits. In fact, if (4.3) 

is the coefficient matrix of (4.2) there is a unique solution of bits 

for every solution [~};o of (2.1). Now acco~ding to the original 

statement of the argument the characteristic number of fVi}i~O is a 

multiple of the characteristic number of fl~J~O if there are elements 

bl,b2' ••• '~ satisfying (4.1). We have shown that if (4.3) is the 

coefficient matrix of (4.2) there is a unique solution of bits for 

every {~};O divides the character~stic number of {vif:o. 

But the p~incipal period of (2.1) is the smallest general period of 

every sequence satisfying (2.1), so it follows that the characte~istic 

number of ~v~~o equals the principal period of (2.1). Thus 

Theorem 4.1 is proved, i.e., there is at least one solution of (2.1) 

whose characteristic number is the principal period of (2.1). 

Let the first n terms of a sequence £~J~o' a solution of 

(2.1), be the coefficients of a polynomial u(z) of degree n-l, i.e., 

n-l )u(z) = Uo + ulz + ••• + ~_lz • (4.4 

Now consider 

f(z)u(z) = ~uoao) + (ulaO + uaal)z + ••• 

+ (uk_laO + ••• + uOa:<_l)z 
k-llJ 

+	 ~ukaO + ••• + uOak)zk 
k+l 

+ (~+laO + ••• + ulak)z	 + ••• 

+ (un_laO+ ••• + ~_k_lak)zn-I] 
+	 ~Un_lal + ••• + Un_k~)zn 

n+l 
+ (u la2 + ••• + U k lak)z + •••n- n-.+ 

n+k-ll 
+ (~+k_lak)z j 
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k 

Note that the coefficients [u..a. = 0 for i = k,k+l, ••• ,n-l,
~-J J 

j~ 

. . k k+l n-l so that the coeff~c~ents of z,z , ••• ,z are zero. 

Using this linear recurrine relation, the coefficients of 

zn+s , for s .. O,l, ••• ,k-l, may be expressed as follows: 

(u la +1 + ••• + U 1+ a )z 
n+s 

n- s n-<: s K 

Lk 

n+s.. z u + .a
n S-J j 

.i~S+l ] ~s ]n+s n+s 
a Z u a - z u a~ n+s-j j [ n+s-j j 

J=O jaO ~ 
n+s'.. -z [u .a.J
+8 n S-J J 

[ j=O 

After applying this substitution f(z)u(z) may be expressed in the 

following form. 

f(z)u(z) .. [(uoa ) + (ulaO + uOal)z + •••o

+ ('\-1aO + ••• + uO~_l) zk-1J 

_zn ~unao) + (un+laO + un~)z + ••• 

+ ( + + ) k-llun+k_laO ••• un~_l z J 
Denote the two polynomials in brackets by u1(z) and ull(z), respectively. 

Then 
n

f(z)u(z) .. u' (z) - Z ull(z) 

But f(z)u(z) ~ 0 (mod fez)) 

Therefore UI(Z) - znull (z) =0 (mod fez)) (4.5) 

Now the following theorem can be proved. 

Theorem 4.2. (Fundamental Theorem on Purely~eriodic 

Sequences.) Let 
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u(z) = ('U~) ... (,\aa + 'U~)z	 + ••• 

) k-l(+ ~{-l aa + ••• + 'U~-l z 
~:-l	 i

i=[-\ u..a.zL_ ~-J J 
i=O j=O 

,;~here the ui are the first k-l terms of a sequence {ui~~O satisfying 

(2.1), and let fez) be the polynomial associated ,;~ith (2.1). Then 

fu~~o' a solution to the linear difference equation (2.1), is 

purely periodic with a period of n if and only if 

(1 - zn) u (z) =- 0 (mod f ( z) ) • (10, p. 606) (4.6) 

Proof. If tUij::O is y1ITely periodic with period n, then 

ull(z) = u t (z) since Uo .. un' ~ ::a un+1' etc. 

Then (4.5) becomes 

(1 - zn) u I (z):: 0 (mod f (z) ) 

Conversely, suppose that there exists an n such that this congruence 

holds, then equating congruence (4.5) and (4.6) leads to the conclusion 

that u'(z) = u"(z). Furthermore two polynomials in z are equal if 

coefficients of like powers of z are e~ual. This, of course implies 

Uo '" un' ~ = un+1 ' etc. Therefore if (4.6) holds, {ui}~O is purely 

periodic of period n. 
ClO . 

Corollary 4.2. Assume that fU~i=O is purely periodic. Then 

the least value of n such that conzruence (4.6) is satisfied is the 

characteristic number of {~~~O. (10, p. 607) 

_Th;..;..e;;..;o;.;;;r...;;.e.;,;;;m 4.3. All sequences {uJ::o satisfying (2.1) vJhere 

ui,ai~Ip are necessarily purely periodic. Furthermore, the principal 

period of (2.1) is the value of n for ,~hich (zn -1) ~ 0 (mod fez)). 

(10, p. 607-608 ) 
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Proof. According to Theorem 3.1 the correspondence 
00 

cD \'{"\}i=O ( ~ u(z) = L ~ Zl =g(z)/r(z) 
i=O 

is an equivalent generating process to (2.1). Then 

g(z) =k(~ ~_jfj )zi 
i-lhich implies 

k 

gi 
\'L. ~_jrj for i = O, ••. ,k-l. (4.7)I: 

j=O 

Comparing (4.7) with the coefficients of ul(z) of Theorem 4.2 

results in 

r,(z) = ul(z). 

Then 
n n

(1 - z )ul(z) = (1 - z )g(z) 

= (1 - zn)u(z)f(z) : 0 (mod fez»~. 

Hence congruence (4.6) always holds for those {~} ~O defined by the 
otJ 

hypothesis of the theorem, and by Theorem 4.2 the sequences {~} i=O 

are all purely periodic. 

Since all sequences of G(f) are purely periodic, then there 

exists a sequence of G(f) whose characteristic number is the principal 

period of (2.1) (Theorem 4.1). 

If a sequence is purely periodic, then (4.6) holds which 

becomes for this sequence
 

(1 - Zn)(fO + flz + ••• + fk_lz
k

-
l 

) =0 (mod fez»~.
 

This congruence may be expressed in the following form
 

(1 - zn)f(z) = (1 ~ z )fkz
k 

(mod fez»~. (4.8)
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The left side of (L.8) is congruent to zero. Now since fk f 0 

by assumption in definition (2.1) and zk and fez) are relatively 

prime, then (4.6) becomes 

(zn _ 1) =0 (nod fez)). (L.9) 

Then from Corollary L.2 it'follows that the least value of n such 

that (4.6) is satisfied is the principal period of (2.1). This 

completes the proof of the second part of the theorem. Consequently 

zn - 1 is the smallest degree of such type polynomials for which 

fez) I zn - 1. This least n is defined as the "period" of the poly

nomial fez) which will be represented by p(f). Thus the period of a 

polynomial fez) is the principal period of all sequences in G(f) 

f,enerated by fez). 

Denote the characteristic nlli~ber of a sequence [Ui}::o by 

p(u), which is sometir,es called the period of the sequence {u.L~ .
i)l=O 

~;ow the following may be concluded from the definition of a principal 

period of G(f) and the definition of the characteristic number of 

every {uJ7=0 E.G (f). 

Corollary 4.3.1. For every fu~7=0 G(f), p(u) I p(f). 

Corollary 4.3.2. p(f) = max[n(u) I {~J::oEG(fi} 
The following theorem summarizes the argument on page 8 

concerning the maximum period, or i.e., the maximum number of elements 

before which a sequence becomes repetitive. 

Theorem 4.4. For every {'uJ ~OE.G(f), p(u)~ pk.
--- ~l= 

Sufficient concepts and background have now been developed to 

further consider some periodic properties of polynomials which generate 
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the sequences of G(f). 

Theorem 4.5. let the G(f.) = fg .. (z)/f. (z)l as defined by
-.....;..;;--.0 - J.. l 1.J 1. 0 

(2.3) be n vector spaces (i = 1,2, ••• ,n) over I • 
P 

Then the sum vector space is given by 

n " 
~ G(fi ) = [gj(Z)/f(Z~ =G(f) (4.10) 
i=l 

where f(z) = Lc.m. [f1(z),f2 (z), .. . ,fn(zD • 

n 

Proof. A member of the sum vector space [ G(fi ) is of type 

i=l 

n 

kigij(Z) 
[ 

fi(z) 
i=l 

~here the k. 's are over I. Reducing to a common denominator, the 
J.. p 

typical element becomes 

n 
[ kir i (z)Sij (z) 

i=l fez) 

with fez) = 1.c.m.[f1(z),f2(Z), •.• ,fnCz1 and ri(z) = f(z)/fi(z). 
n 

Let gj(Z) = L kiri(z)Gij(z). 
i=l 

Also denote the degree of a polynomial s(z) by deg(s(z» or 

d(s) when no confusion arises. 

Then 

deg(gj(z) ~ rr.ax deg(ri (z)gij(z» 

::: max deg(f(z)gi/z)/fi(z» <: deg(f(z»), 
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since deg(gij(Z»< deg(fi(z») by definition. 

i{ence (g. (z)/f(z) )€G(f), so tDat 
J 

n 

) . G(f)CG(f). 

i=l 
But since 

n 

~ G(f.) = g.(z)/f(z)
~ ~ J 
i=l 

is a vector space, g.(z) must of necessity range over all possible
J 

polynomials over I of degree up to and including d(f(z») - 1. p 
n 

Ihus LG(f ) oontains exact~y pd(f) elements which is exactlyi 
i=l 

the same number of elements in G(f). Therefore 

nL G(f ) = G(f)
i 

i=l 

where fez) = l.c.m.~1(z),f2(z), ••• ,fn(Z~. 

Corollary h.5.1. If (f1,f ) = 1, then G(f ) + 0(f ) ~ G(f f ).2 l 2 1 2
This follows from Theorem 4.5 sL~ce if (f ,f ) = 1, then 1.c.m.(f ,f )1 2 l 2
= f l £2· Furthermore, if (fi>fj ) = 1 for i,j = l,2, ••• ,n and i f j, 

then 1.c.m.[fl ,f2, ••• ,fJ = f 1f 2••• f • Hence an extension of Corolla~r n 

4.5.1 is 

Coro11a£X 4.5.2. If (f.,f.) ::: 1 for i,j =1,2, ••• ,n and i I j, 
~ J 

then 
n 

[ G(f.) =GnT f ).
i~ i=1

i=1 
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Corol1a~T 4•.5.3. Letc;(z)f(z) I O. A necessary and sufficient 

condition for G(f) to be a subset of G(2) is that f(z) I g(z). 

Proof. Suppose G(f) C. ;r(g). ~iow si11ce G(f) is a subspace 

of G(g), then G(f) + G(q) = G(8;) for some q(z), so that g = l.c.m.(f,q) 

by Theorem 4.5. Therefore f(z) Ie(z). Conversely, if f(z) I g(z), 

then z(z) = s(z)f(z) for some polyr.lo'ilial s(z). Now consider any 

{u~~o~G(f), then for some polynomial p(z), u(z) = p(z)/f(z). 

.. -o(z)s(z) 'O(Z)S(Z) .. . 
but then u(z) c l(z) ( ) = . ) \ wnlch lS an element of G(g). 

Therefore G(f) c: G(g). 

Theorem.!h§. zS • 1 ~ ~ t • 1 if and only if a I t for s, t". O. 

(11, p. 36) 

. ,t s t-s t-2s
Proof. If sit, tnen z - 1 = (z - l)(z + z + ••• + 1). 

~hus we have the desired conclusion, ZS - 11 zt - 1. Conversely, if 

ZS _ 1 Izt - 1, then G(zs - 1)C=G(zt - 1) (Corollary 4.5.3). Now 

let [uJ:OEG(ZS - 1) wHh p(u) = s, the prL'1cipal period 0: G(zs - 1). 

Every sequence belonging to G(zt - 1) has a period that divides 

p(zt _ 1) = t. Eence 5 It. 
'::'heorem 4.7. If f(z) Ig(z), then p(f) Ip(g). 

Proof. If f(z) Ig(z), then G(f) c: G(g) by Corollary 4.5.3. 

All {uJ7=o6.G (f) have p(u) Ip(f), and for all such {uJ:o' p( u) I n(g). 

Since{uJ:o~G(f)c::.G(g)and according to Corollary 4.3.1 P(U)19(g) 

for every £Uij'~:OE:G(g). NOI') suppose {vj :oCG(f) with p(v) = p(f). 

The existence of such a sequence f~i};:O is guaranteed by Theorem 4.1. 

Then p(v) = p(f) and p(v) Ip(g). Thus the desired conclusion p(f) I pC;). 



27 

Corollary 4.7.1. A polynomial fez) Izt - 1 if and on~y if 

p(f) I t. (11" p. 36) 

Proof. If fez) Izt - 1" then p(f) Ip(zt - 1) = t by Theorem 

4.6. But fez) I zp(f) - 1 (Theorem 4.3) and by the transitive property 

of divides" fez) Izt - 1. 

Theorem 4.8. The set G(zt - 1) contains all the sequences of 

period t and all other sequences of periods t i which divide t. 

Proof. The set G(zt - 1) contains all of the sequences 

satisfying (2.1) throl~h the correspondence (3.1) and (3.2) where 

fez) = zt - 1. There are 9
t 

distinct sequences satisfying (2.1) 

so that G(zt _ 1) has pt distinct members. For every fu~ ~=oE..G(Zt - 1)" 

p(u) It. 

The total nmnber of distinct sequences of length t over =p 
t . 'I.. are p ~n numuer. If thesG .p" sequences of' length tare repeated 

periodically" then this se~ 0: pt sequences are all possible 

distinct sequences over I~ of period t and all other sequences of 
~ 

t i which divide t. Hence G(zt - 1) contains all sequences of periods 

t i that divide t. 

Theorem h.9.- Everv '.)e:>:'iodic seouence {uJO:oE.G(f) also''; . .• ~J~= 

belongs to a unique s~~llest set G(g) where (gl"s) = 1 if gl(z)/g(z) 

generates f~l~o. Furthermore p(u) = peg). 

Proof. By assumption" [~}::o~G(f) so there is a polyno~ial 

fl(z) such that d(fl)~d(f) for which fl(z)/f(z) = u(z). Suppose 

(fl"f) = d" then there are polynomials gl(z) and g(z) with d(el)~d(;) 

such that fl(z) = d(z)gl(z) and fez) = d(z)g(z). 
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]ence 

fl(z) d(z)gl(z) gl(Z) 
-- = = u(z) with (Gl,g) = 1. 

f(z) d(z)g(z) g(z) 

Now by (3.3) {uil~:oe:G(g), vlhich by Corollary 4.5.3. is a subset 

of G(f) since g(z) If(z). 

The degree of g(z) cetermines the number of elements in G(g). 

Since if d(g) = k, then there (lre T,}< elements in G(g). 

To show that G(g) is lli1ique and the smallest set containing 

{u~} :0' suppose fuJ:o E:.G (h) rlhere d(h) <d (~). 

Then there is an rL(z) such that h (z)/h(z) = u(z). Also u(z) = 1 

gl(z)/g(z) from which it follows that h(z)gl(z) = hl(z)g(z), implying 

that g(z) Ih(z). This is only::Jossiole if g(z) and h(z) differ by 

a constant multiple in which case G(g) = G(h). Hence for every 

fUi} :oE:G(f) there exists a luique smallest G(g) and the generator 

bl(z)/g(z) of the sequence f.~i5::o has the property that (g1,g) = 1. 

To show p(u) = p(g), ccnsider G(zp(u) - 1). The sequence 

~uJ::O of period p(u) is an element or the set by Theorem L.0. 
There exists a polyrlomial f (z) such that f 1(Z)/(zP(u) - 1) = u(z),1

which also equals gl(z)/g(z) with (Sl,g) = 1. Hence g(Z)f1(Z) = 

i;l(Z)(ZP(u) - 1), from 1rJhich it follo\'ls Z(z) I zp(u) - 1. Thus one 

may concluded from Theorem 4.7 that p(G) I p(u). nut since {ui~~=O 

is an element of G(g), p(u) IP(E), thus implying that p(u) = p(g). 

This concludes the proof of Theorem 4.9. 

Analysis and synthesis require a lmowledge of the root fields 

of the po~omials discussed in this chapter. The root fields of 
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polynomials over IP are suitable extension fields of~. Thus, 

Chapter V is an attempt to develop sufficient background ITaterial 

about extension fields in ~e~cral so tnat the exact nature of the 

root fields of polynomials over ~ will follow naturally. However, 

since generators of infinite periodic sequences over the field ~, 

are the topic of this thesis, the developement given is not too 

extensive. 



CHA.?I'En v 

ZI:TE;ZSION FIElDS 

I. D:&"INING CO~\:CEPrS AND ?HOPEHTIES 

Definition 5.1. A field K is said to be an lI extension 

field ll of the field F if F is a suhfield of K. Notation: ?~ K. 

For example, if R is the field of real numbers, then the 

field of complex numbers C is an excension field of R. 

From the definition of an extension field K of a field F, 

it follo~s that K forms a vector space over the field F. If K 

forms an n-dimensional vector space over F, the extension field 

Kover F is said to be of finite degree n over F. 

Consider an element k EK a..'1d form all polynomials of the 

type a(k) = aO + alk + ••• + ~kn ~ith all ai~F. 

Define aodition and ~ultiplicatioL in the usual way as for 

?olyno~ials in an indeterminate z. This set of polyno~als ~~ k is 

closed with respect to addition and multiplication, and they form 

a polynomial do~in in k denoted by ?[kJ. This set of polyno~ials 

forms a subdomain of K. ~he rational expressions of the type 

" 

a(k)/b(k) where b(k) I 0 may be formed as with the polynomials 

in an ~"1deter:ninate z. ReDrescnt this system of rc.tional eX::lressions 

,
DV 

.~ /1 )
l' \ K • 

1kJ is a subset of ?,(\() ~,here i"[kJ forms an integral 

do~in. Every nonzero element a(k)/b(k)~F(k) obviously has an 

inverse. Consequently F(k) is a field, so that F(k) is an extension 

field of F. 
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DefL'1ition 5.2. If kE.:<:, then the extension field F(k) 

formed by the single element k is called a "simple extension" of 

its subfield F. An element k of an extension field Kover F is 

called "algebraic" if k satisfies a polynomial equation 

n
a(k) = aO + alk + ••• + Bnk = 0 

1Jith all aiE: F and not necessarily all ai 'I o. Otherwise k is 

called a "transcendentalll element of Kover ? 

The following theorem ~1dicates the nature of simple algebraic 

extensions if k is transcendental. 

Theorem 5.1. If k is a transcendental element of Kover F, 

then the simple algebraio extension F(k) of F is isomorphic to the 

quotient field F(z) of rational polynomials in an indeterminate z 

with coefficients in F. The correspondence is k ~ z and a +---r- a 

for each a in F. (4, p. 375) 

Theorem 5.2. Every "al~ebraicll element k of Kover ::<' is a 

root of a unique minimum degree irreducible polynomial 

n
f(z) = 1'0 + flz + ••• + fnz , f n = 1; i.e., 

f(z) is a nonic polynomial, and all f ~F. This polynomial f(z)
i 

1Jill be called the minimu~ function of k. Furthermore, eve~J 

polynomial g(z) such that g(k) = 0, is a multiple of f(z). (4, p. 376) 

Definition 5.3. The desree of this minimum function f(z) of 

the algebraic element k of Kover F will be defined as the degree of 

the algebraic element k, denoted ~,~. 

Using the vector space concept, the following may be proved. 
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Theorem 5.3. Let F[kJ be the simple extension field, where 

k is an algebraic element of Kover F and f(z) is the minimum function 

of k of degree n. Then F[kJ forms a vector space of dimension n over 

F with the linearly independent set of elements 1,k,k2, ••• ,k
n

-
l 

forming 

the basis of F[kJ. (4, p. 384) 

This result is rather obvious since every polynomial belonging 

to F[kJ can be expressed as a ~olynomial of degree at nost n-l where 

the degree of the algebraic element k is n. 

As a corolla~ it could be shown that every element of a 

sim?le extension F[kJ is alGebraic over F. 

Thus far it has been postulated that if k is an algebraic 

element of Kover F, then certain cor.c~.usions may be derived. The 

following theorem enables us to detemine which extensions contain 

only algebraic elements. 

Theorem 5.4. Every element of a finite extension field of F 

is al~ebraic over F. 110reover, the minim~~ function of every elereent 

kEK is of degree at most n where n = [(j~, the degree of the finite 

extension. (4, p. 385) 

The following theorem ~ny be proved. 

Theorem 5.5. If the set of elements {kl ,k2, ••• ,k } forms am

basis of the extension of Kover F, and the set PI' s2' ••• , s~ forms 

a basis of the extension N over K, then all mn products kilj for 

i = l,2, ••• ,m and j • 1,2, ••• ,n, form a basis for N over F. (4, p. 388)
\ 
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II. ROOT FIELDS OF A FDLYNOMIAL 

AND ALGEGRAIC COMPLETE EXTENSION FIELDS 

Definition .5.4. A root field M of a polynomial fez) over 

a field F is an extension field over F in which fez) call be factored 

into a product of linear factors, i.e., 

fez) = c(z - al)(z - a2) ••• (z - an) 

for d(f) = n, cE:F, and the root field Mis a multiple extension of 

F generated by the roots, i~e., M = F(al ,a2, ••• ,a ).n

Now the existence of a root field of any polynomial can be 

proved. 

Theorem .5.6. Every polynomial fez) over a field F has a root 

field. (4, p. 410) 

Theorem 5.7. Every field F has an algebraically complete 

(closed) extension field. (1, p. 280) 

Corollary.5.7. Every field of prime characteristic has an 

algebraically complete extension. 

This is analogous to the fundamental theorem of algebra 

where the polynomials fez) are defined over the real field and 

the algebraically complete extension is the field of complex numbers. 

A polynomial over a field F may or m~ not have repeated 

roots in its extension field. Some generalizations may be based 

on the following definition. 

Definition .5 •.5. A polynomial f (z) is separable if it is 

factorable over its root field into linear factors of n distinct 

roots if d(f) = n. otherwise, fez) is said to be inseparable. A 

finite extension N of F is said to be separable if every element of 
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N satisfies a separable polynomial over F. 

Let a formal derivative of fez) = f O + flz + ••• + fnz
n

, all 

fi£F where F is any field be defined as 

f'(z) =f l + (2f2)z + ••• + (nfn)z
n-l (5.1) 

where mfi is the m
th 

multiple of fie 

Theorem 5.8. If the greatest common divisor of fez) and fl(z) 

is one, then fez) is separable. otherwise, fez) is inseparable. (4, p. 

419) 

III. FINITE FIELDS 

Definition 5.6. Any field which contains a finite number 

of elements will be called a "finite fieldlt • Denote a finite field 

of q elements by F •q

Definition 5.7. The smallest positive integer n such that 

n x a = 0 for every a€F is said to be the IIcharacteristic" of the field 

F. If no such positive integer exists then the field is said to 

have characteristic zero. 

Now if p> 0 is the characteristic of a field, then p is a 

prime.	 (3, p. 54) 

Consider any finite field F of characteristic p, q> p.q 

Its prime subfield is ~, the field of integers modulo p. Since 

F is a finite extension over I ' then every element of F isq p q 

algebraic. So let CX'P OC2, ••• ,oc be the basis of F over I •n q p

Every element ,8 of Fq may be expressed as a linear combination of 

its base elements, i.e., 
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p '" alo'l + a2oC.2 + ••• + anoCn, all ai£Ip• 

Each ai can assume only p distinct values, thus q '" pn. These 

results ~ be summarized in the following 

Theorem 5.9. Every prime subfield of a field of characteristic 

p is a finite field I of p elements and every finite extension F of p q 

I is also finite with q elements, where q c pn for some positivep 

integer n. (4, p. 429) 

The nonzero elements of any field form a multiplicative group. 

Definition ,.8. The Ilorder" of a group G is the number of 

elements in the group. The "period" (often called order) of -§n element 

ka£G is the least positive integer k such that a 1. It is a wellc 

known result that every element of a finite group G has period which is 

a divisor of the order of G. For a finite field F of q elements, theq 

q-l nonzero elements form a multiplicative group of order q-l. 

Therefore every nonzero element of F satisfies zq-l = 1, orq 

zq - Z '" O. Now the derivative of zq - Z as defined by (5-.1) is 

(zq - z)t '" qzq-l - 1 '" - 1. Hence (f(z),ft(z» '" 1 so that zq - z 

has q distinct roots by Theorem 5.8. 

Let al,~, ••• ,aq be the q elements of any finite field F •q

Since eaCh nonzero element satisfies zq-l '" 1, (z - al)(z - ~) ••• (z - aq ) 

divides zq - z, but each is a monic polynomial with zq - z having q 

distinct roots. Therefore they must be ~,~, ••• ,aq' and hence 

(zq - z) '" (z - al)(z - ~) ••• (z - aq). This proves 

Theorem 5.10. The elements of any finite field F of q elements q 

are elements of the root field of zq - z. (4, p. 429) 
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Now since any two root fields are isomorphic the following is 

true. 

Corollary 5.10. Any tvl0 finite fie Ids with equal numbers 

of elements are isomorphic. (4, p. 429) 

The only finite fields F of q elements that exist are thoseq 

for which q is expressible as a power of a prime. These finite fields 

are often called Galios Fields with pn elements denoted GF(pn). Of 

course, GF(pn) is an extension of its prime subfield GF(p). (6, p. 430) 

Theorem 5.11. The nonzero elements of a GF(pn) form a cyclic 

group under multiplication. (1.1, pp. 430-1.131) 

All of the subfields of a given finite field GF(pn) may be 

determined by the following. 

Theorem 5.12. The necessary and sufficient condition that 

k nGF(p ) be a subfie1d of GF(p ) is that k In. (2, p. 127) 

IV. STRUCT1JRE OF ROOT FIELDS OF
 

POLYNOMIAIS OF ?RDm C:-LCiliACTERISTIC
 

In this section some properties of irreducible polynomials 

which are factors of zq - z, the generator GF(q), will be stated. 

Theorem 5.13. Every irreducible polynomial g(z) of degree 
n 

n over GF(p) is a factor of zP - z. (5, p.257) 

Theorem 5.14. For every polynomial g(z) of degree m in GF(p), 
- t 

ivhich is a factor of zP - z in GF(p), m \ t. (5, p. 257) 
n 

CorollaEY 5.14.1. Every irreducible factor g(z) of zP - z 

in GF(p) is of degree less than or equal to n. 
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This is obvious, since degree of g(z) must divide n by 

Theorem 5.14. 

Corollary 5.14.2. The smallest extension field of GF(p) 

that will include all of the roots of an irreducible polynomial 

fez) of degree n over GF(p) is GF(pn). 

Proof. Suppose GF(pk) with k<n is a root field of f(z). 

Now all roots of zpk - z are ele~ents of GF(pk). Since GF(pk) is 
k 

the root field of fez), then fez) I zP - z. However, by Corollary 

5.14.2, fez) must be of degree less ttan or equal to k. This 

contradicts the assumption that k<n. Therefore GF(pn) is the 

minimal root field of any fez) of degree n over GF(p). 

Theorem 5.15. Let fez) be an irreducible polynomial of 

degree n over GF(p). Any root oC of fez) has a period e that is 

a divisor of pn-1 and no pk_l where k.c: n. 

Proof. The fact that the root oC must have a period e 

which is a divisor of pn_l is obvious. Since oC is a root of fez), 

an irreducible polynomial of degree n over GF(p), then oG is an 

n
element of GF(p ) (Corollary 5.14.2). Now the nonzero elements of 

GF(pn) form a multiplicative group of order pn.l • It is a well known 

theorem that the period of an element of such a group divides the 

order of the group. 

Now suppose e Ipk-1 i-lhere k <' n. This implies that oc is an 
kk

element of GF(p ) and that f( z) I zP - z. But according to Corollary 

5.14.2, GF(pn) is the smallest extension field of GF(p) that contains 

all of the roots of fez). 
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Theo~ 5.16. If oc is a root of f(z), an irreducible
 
n


polynomial of degree n over the extension field GF(p ), then 
D p2 pn-l

oc·,oC , ••• ,oe are all the other distinct roots of f(z). (8, p. 118) 

Theorem $.17. If f(z) is an irreducible polynomial, then 

every root of f(z) has the same period. 

Proof. Suppose oC is a root of f(z) over GF(p), then 
n

all of the roots of f(z) are contained in GF(p ) and according to i 

D '02 un-I \,. 

Theorem 5.16 they are oi, or;.. , ce: , ..• ,oC' • Now suppose the period 

of the root oc is t, i.e., t is the least positive inteGer such that 

ex:tin.. 1 where t p -1. Then
 
pk t t pk


(oc ) • (0<) = 1 for k = O,1,2, ••• ,n-l. 

Thus it is only necessary to show that no positive integer sexists 

such that 
'Ok s 

(~. ) = 1 where s..c:. t. 

Suppose that there does exist such an s. Then 

(~n
k 

)s = (~p
k 
)t. 

~fuich implies s It. But this contradicts the assumption that t is 

the period ofoC. ~herefore all roots of f(z) have the same period. 

Theorem 5.18. Let f(z) be any irreducible polynomial over 

G?(p) of period t. If OC is a root of f(z) over its root field, 

the~ the period of the root oc equals the period of the polynomial 

f(z). 

Proof. Let d(f) .. n, and p(f) .. t. rfocl is a root of 
n

f(z) over the root field GF(p ), then 

f(z) .. c(z - oCl)(z - oe:2)~ •• (z - OCn), c€GF(p). 
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p p2 p3

Now according to Theorem 5.16 oc. 2 = oC1, cC3 ... c:.e:: 1 , 0' 4 ... oC1 , ••• , 
pn-1

cG n ... 0<:.1 • By partial fraction decomposition 

1 

f(z) 
... 

,81 
c::(1 - z 

,B 2+ 
d. - Z2 

+ ••• + j3 n - z
«'n 

with ,Bi£GF(pn). 

The sequence generated by P i is 

CCi - Z 

P iUOC: )-1, (<<'i )-2, (oC )-3, .•• ] • i i 

1If oCi has period e, so has <?'1 , and the period of the above 

is e. Now since every root of c(i of f(z) has the same period 

(Theorem 5.17), then the sequence generated Qy )91 , i = l: •• :,n 

6£.i - Z 

has period e. Sequences of the same period e added terrmnse result 

in a sequence whose period is a divisor of e. By hypothesis the period 

of f(z) was t. From Corollary 4.3.1 the period of the Sequence 

generated by l/f(z) divides the period of f(z). Now since (l,f(z» ... 1, 

then e ... p(f) ... t (Theorem 4.9), thus proving the theorem.~ 

Theorem 5.19. If t : 0 (mod p) for t any integer and p a 

prime, then zt - 1 is a separable polynomial and conversely. 

Proof. Suppose t ~ 0 (mod p), then p is not a factor of t. 

The formal derivative of f(z) ... zt - 1 is fl(Z) ... t zt-1 which is not 

congruent to zero. Therefore (f,f l ) ... 1, and by Theorem 5.8 zt - 1 

is separable. 

Conversely, suppose t : 0 (mod p), then pit or pr ... t, 

for some integer r. Consequently f 1 (z ) -= 0 (mod p) and over GF (p) 

(f,f l ) ... 1. Applying Theorem 5.8, one concludes zt - 1 is inseparable. 

This is obvious since zt - 1 ... zpr - 1 ... (zr - l)P. Hence the theorem 
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is proved. 

Theorem 5.20. If z t - 1 is separable over GF(p), then the 

t ksmallest root field of z - 1 is GF(p ) where k is the smallest integer 

such that t Ipk_l • 

Proof. The polynomial zt - 1 has as divisors all polynomials 

g(z) with distinct factors for which peg) 1t. By hypothesis, zt - 1 

t J k-lis over GF(p). Thus z - 1 zP - 1 for some smallest integer k. 

This is true since every polynomial of finite degree over GF(p) 

has a root field which is a finite extension field of GF(p). But 

all finite extension fields are of the type GF(pk) for some k·~ 
k-l 

whose nonzero elements are roots of zP - 1. Since the roots of 

t k t, pk-l
z - 1 belong to GF(p ), then z - 1, z - 1 which is true if 

and only if t Ipk_l • Thus some k exists and the smallest integer 

k such that t Ipk_l gives the smallest root field. For all subfields 

GF(pn) of GF(pk) require that n r k or equivalently pn_ll pk_l • 

However, by assumption k is the smallest integer for which, t Ipk_l • 

Therefore GF(pk) is the minimal size root field of zt - 1. 

V. CONSTRUCTION OF THE ELEMENTS OF GF(pn) 

In the previous section the smallest root field of any 

irreducible polynomial fez) over GF(p) has been expressed explicitly 

in terms of the period of f(z); These extension fields of GF(p) are 

finite fields of the form GF(pn). For later use it will be necessarj 

to readily generate the elements of GF(pn). 

The nonzero elements of GF(pn) form a cyclic group with the 
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operation multiplication. ~lence given any Generator of the group 

one may easily obtain all the elements of the group. In order to 

determine the periods of the members of GF(pn), the following result 

is helpful. 

Theorem 5.21. Let G be a cyclic group of order hand oC a 

generator element of G (ice., ec has period or order h). Every 

element OCU is also a generator of G if and only if (u,h) = 1. 

(8, p. 57) 

Euler's ~-function. Define the function ¢(h) as the 

number of ?ositive integers relatively prime to h and less than h. 

(8, pp. 112-113) 

In a cyclic group G of order h ~ith oC a member of G, such 

that p(ce.) = h, all eleme:lts oeU where (u,h) = 1 are also of ?eriod 

h. So that ¢(h) is also the number of distL~ct generators of a cyclic 

group (or the number of primitive elements of G). 

A computational e:cpression for ¢(h) can readily be derived 

to	 be 

¢(h) = ¢( p~1)¢(p~2) ••'.¢(p~n) 

a l ( ) B?( ) en ( )= P1 1 - 1- P2~ 1 - l- , ..Pn 1 - 1
Pl P2 Pn 

= - 1:.)h IT (1 

Pil h Pi 

~here the positive integer h = p~lp~2 •••p~~, a unique product of powers 

of priMe integers. 
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One method of determinin~ the elements of GF(p ) and classi 

l~rL~g the elements accordins to orders could proceed as follows. 
n 

Since the nonzero elements of GF(p ) form a cyclic group, assume 
n 

oC is a primitive element, i.e., p(oC) = P -1. For n = 1, such 
n 

an element is p -1; and for n> 1, OC is a root of a minimum f1h~ction. 

n 
Considering the latter cases, tte nonzero me~bers of GF(p ) are 

2 3 pn-l
cC,<X.. ,cC , •• • ,t::J: • 

inn 
Alloc. i = l,2, ••• ,D -1 for .'lhich (i,p -1) = 1 are of period 

n 1 S t J n 1 r,,, 'l ....... i ~ . 1 2 n 1 \., "-' ....
? -. uppose j p -. lnen a.l. "-"_ lor 1. = " ••• ,p - SUCH vnav 

(i,tj ) = 1 are of period t j • By Euler's ¢-f~~ction, there are ¢(t j ) 

elements of period t j • This follows since all roots OC 
i 

of period 

t; are also roots of ztj - 1. Hence the periods	 of each of the 
v 

n
elements of GF(p ) can be deterr;.ined. 

n 
The element cc of period p -1 is the root of an irreducible 

polynomial, fez), of degree n (f(z) is a mL~imum	 function of oC). 
th

In fact, oC can be assigned to be a root of any n degree irre
n 

ducible monic po~omial of period p -1. Suppose ~~y such fez) 

is chosen, then 
n n-l

f(ee.) = 0 .. oc + fn_loG + ••• + floC + fa 
n n-l

and oc = -(fn-10(. + ••• + fa)· 
i n 

Thus every element oC € GF( P ) vJhere i~ n r:JD..y be reduced to a 

polynomial in oC of degree less than n, whose coefficients 

fitSGF(p). This is one way of representing the elements of 

, n)
GF~p • 

If another nth degree irreducible monic polynomial g(z) 
n 

of period p -1 where chosen, a root of g(z), call it~ , could 
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n

Eenerate all the elements of GF(p). An equivalent reduction of 

allJ3i for i~n could be performed as indicated above. But 

since all finite fields containing the same number of elements 

are isomorphic l then all such representations of GF(pn) as pre

viously generated are isomorphic. 

Cyclotomic Polyno1Cials. (8, pp. 113-115) Suppose the ¢(ti ) 

elements of GFC:pn), "lhere t i \ pn-1, are all roots of a polynomial 

'r' t i (z) • This polynomial 'fJ t i (z) is called a cyc lotomic polynomial 

(circle-dividing) of period (order) tie 

All irreducible polynonials fj(z) of period t i divide
 

t· 4 \ ti I nn...l

Z 1 - 1. Since t i r 0 (mod p), then Z - 1 z· - 1 for some 

sw~llest integer n so that all the roots of any irreducible poly

nomial fj(z) with p(f j ) = t i are members of a GF(pn). Thus 

~ti(z) contains as irreducible polynomial factors all distinct 

irreducible po~omials f~(z) of period tie Therefore if cycloto~ic 
v 

polyr!omials are easily generated and factored over GF(p), then this 

is a systematic way of obtaining all irreducible polynomials of a 

given period. That is, zt - 1 can be factored over GF(p). 

In order to illustrate the usefulness of several of the 

previous theorems and concepts, consider the factorization of 

zt _ 1 into cyclotomic polynomials of periods t i I t. Each cyclo

tomic polynomial ~ti(z) of period t i has as factors all the 

irreducible po~~omials (minimum functions) whose roots are of 

order t i where t i I t over GF(p). 

If the number of roots of ~ti(z) is ¢(ti ) (Euler's ¢-func

tion), then the number of irreducible polynomials in each ~ti(z) 
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is ~(ti)/m, where m is the degree of each ninimum function. The 

integer m is the smallest integer such that t i \ pm_l (Theorem 5.15). 

The degree of ~ti(z) equals the n~~ber of roots which is ¢(ti ). 

In particular consider the following example. Let t = 20 

and p = 3. Then z20 - 1 is completely factorable in GF(34) since 

kk = 4 is	 the smallest k such that 201 3 - 1. Thus GF(34) is the 

minimal root field for z20 - 1. 

. 2 4 5 10The polynom~als z - 1, Z - 1, Z - 1, Z - 1, Z - 1 all 

divide z20 _ 1. The cyclotomic po~vnomials ~ti(z) of period 

t are
i 

(degree 1)~ l(Z) =	 z - 1
 

z2 _ 1
 
(degree 1)

'V2(Z) =	 'Yl(z) 

4 
z - 1 (degree 2)

~4(Z) ..	 't\(z)'P (z)
2

5 
z - 1 (degree 4)

15(Z) ='+'l(Z) 

zlO _ 1 
(degree 4)Y10(z ) .. r 1 (z ) 'r2 ( z )~5(z ) 

10 
Z - 1 (degree 8)

Y20(z) .. 't'l(z) 't'2(z) 'Y4(z)'f5( z) 'rlO(z) 

The n~~ber of roots of order 20, for example is also given
 

by 9(20) = ?(22 • 5) .. 20(1 - 1/2)(1 - 1/5) = 8, which checks with
 

the degree of ~20(Z)'
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to determine the number of irreducible polynomials in each 

~ti(z), make use.of Theorem 5.15. For 
m'r' 2(z) :	 2 \ 3 - 1 im91ies m = 1 

. ' m 
'Y4(z): 413 -1 implies m = 2 

m'Y5 (z) : 5\3 - 1 implies m = 4. 

Since m~k, YIO(z) and ~20(z) are composed of irreducible 

factors of degree 4 each. ~20(z) consists of two fourth degree 

irreducible factors of period 20. 

Completin8 the factorization gives
 

I.~ 1(z) = z + 2
 

f2(z) = z + 1
 

2
rl~(z) = z + 1
 

432
 
Y5(z) = z + z + z + z + 1
 

'VlO(z) 432
= z + 2z + z + 2z + 1 

864 2= z + 2z + z + 2z + 1'r'20(z) 

= (z4 + z3 + 2z + 1)(z4 + 2z3 + z + 1). 



CH.-\PTER VI 

DECO~~OSITION OF PEHICDIC SEQUENCES INTO 

THEIR G2;NERAT:L,TG ?OIX:W?1IALS 

1. UNIQUE DECO?·I?OSTrION Ot' A PERIODIC SEQU1'NCE 

INTO A l'TnrrmH :CEGREE Gi::NERATrJG FU.'~CTION 

1,.UO {- co
If a periodic sequence {hiJi=O is specified where hJi=O 

belongs to a knmm G(f), then the Yllinimum degree ratio of polynomials 

generating thi1~o can be determined by the following theorem. 

Theorem 6.1. Let {hiS i:O EG(f), "Where f(z) = f O + f l z + ••• 

+ f1<zk, fofk ., 0, and fi€:~. If f(z) has distinct roots aO, ••• ,ak_l 

in the root field K of f(z), then for ever; such linear recurrinf, 

sequence th~::'O there exists a \ID.ia,.ue set ·foo' ••• ,bk- 15" bi c: K, 

which are determined by 
1-:-1 

h =L b i o(~ (r '" 0,1, ••• ) (6.1)r 
i=O 

-1 (' -,.
"With oCi = ai • Conversely, for a set lbO' ••• '~_lr, bi~K.. such 

J r. "1 0<.
that all the hi defined by (6.1) belone to Ip' then 1hi5i=0 belongs 

to G(f). 

Proof. Suppose {hi1::o~G(f). Then h(z) = g(z)/f(z) for 

so~e e(z). Over K, the root field of f(z), f(z) is factorable 

into distinct linear factors by hypothesis. That is .. 

f(z) = fk(z - ao)(z - al) ••• (z - ak_l) 
k 

or f(z) = fk(-l) (ao - z) ••• (ak_l - z). (6.2) 

By partial fraction decomposition, 
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g(z) (fk-1)(_1)k g(z) 
-- = ---"-'---------- (6.3) 
fez)	 (aO - z)(al - z) ... (ak_ ~ z)1 

rr.ay be decomposed into a sum of linear fnctors 

g(z) '00 °1 bk-l 
-= + + ••• + (6.4)
fez) aO - z al - z ak_l - z 

In series form 
00	 0') 

bi	 1··L	 L··
= bi (ai- )J zJ = 0i oCi
J zJ
 

a· - z . 0 . 0
 
~ J= J= 

The polynomial corresponding to {h;r::o is 
L>O 

h(z) iii	 [ hiZi 

i=O 

Thus equating the two series representations of h(z), 
00 00i[	 i

h( z) = [ hiz = ('00«=0 
i 

+ bloCl + ••• + bk_loCk_l)z
ii (6.5) 

i=O i=O 

Two power series in z are equal if and only if the coefficients of 

like powers L~ z are equal, which implies 
:(-1 

,,\ b·oc.·
r 

hr L J J 
j=O 

or in matrix: form 

OCoC oC I 1'00hO o	 1... k-l 
2oe2 0(".2	 oe Ihl o 1...	 k-l 1'01 

::: · · 
• k . k k 

hk~~ 0( 0 (x.. 1 ••• ~k-~ Ibk- l 

Alternately this may be written as h = }fu', i.e., 
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hO I 11 1 • •• 1 bOt l 
hl I = I~O 

oC l ••• o(k_l b ' 
.1 I (6.6) 

h 
k 

_ 
1 

• k-l 
oC· O 

k-l 
OC1 ••• oCk-l 

k 
_

l bk~lj 

vihere b. t = c:L •b. 
~ ~ ~. 

Thus there exists a lli~ique solution of the bit if and only 

if 11 is nonsingular, but I-1 is the transpose of the Vandermonde 

matrix, and it is nonsingular if oCO, .•• ,oCk _ are distinct. (7, p. 134)l 

This is satisfied by the hypothesis of the theorem. Therefore 

the first part of the theore~ is proved. 

In application the determinant of the matrix ;.r may be 

l
calculated in order to determine M- • Since Mis the transpose of 

the Vanderrn.onde matrix its determinant may be ~Iritten 

deteN] = ~k-l - '~k_2)CDC k-l - oC k-3)'" (0:::. 1-::_1 - 0c-1H OC k _l - c.<.O) x 

x (0::, 2 -oC , ,<) ••• (oC· 1 2 - c:J:1 )(oC1,. 2 _c£O) X
,(- K-~ K- ".

. . . . . . . . . . . . . . . . . .
 
x (oC 2 - OC l ) (0(.2 - c::>C. 0 ) x 

x (l)Cl - oC O) • 

viliich may be written more briefly in the form 
k-l 

de t 0'i] " IT (cCi - t;;C j ), i> j, (6.7) 
i,j=O 

i.e., the determinant Mis equal to the product of differences 

o::.:i - ce. j , ,,)here i,j assume values O,l, ••• ,k-l in such a vl<l.y that i>j. 

NOH returning to the proof of the above theorem, we c.re ready 

to prove the converse. That is, for any arbitrary set {bO, ••• ,bk_l}, 

bicK, the resulting {h~ ~O defined by (6.1) will in general have its 
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To show that '-- fjoC i = 0 fer all i, consider the polyno~inl 

ele:nents in K. NOVJ 

k 

[ fj'hr_j ·I" (fj Eb;.oC~-j) 
j=O J=O i=O • 

~:-l k 

= [ 
r-k \-- 

bicC ) 
~ 

k-j 
f~cCi • 

v 
(6.8) 

i=O j=O 
k 

\ k-j 

j=O 
~"-l k

fl(Z) = f k + flc_lz + ••• + flz'- + foz 

which is factorable into the form 

f'(z) = fo(z - ,80)···(z - )3k-l) (6.9 ) 

where the j3 i are over an appropriate root field KI. But 
k lr 

fez)	 = z fl(l/z) = z"fO(l/z -,BO)···(l/z -"Bk...l) 

= fO(l - J3 oz)(l - ft1z) ••• (1 - Pk_1z) 

'" f (PO ••• ,Pk_l)(,P;l - z)(,Bi
l 

- z) ••• {ft~:l - z).(6.10) 

Ey assum?tion of the factorization of fez) and the fact that factor

ization is unique over a root field, then fron (6.2) and (6.10) 
-1 -1·;9 i = ai =cC i (i::l O, ••• ,k-l) 

and (fO)()?O ••• ,,6\-1) = (-l)kfk • 

Therefore the root field of fez) and fl(z) coincide, and any root 

-' ai of	 fez) has ai~ = eli as corresponding root of fl(z). Hence 

(6.8) is zero, implying that the~hiJ::o resulting from the arbi

trari~ chosen bO, ••• ,bk_ satisfy a recurring relation of thel 

type (2.1). Hence if 
. 

the resulting hi all belong to Iu' then the 
~ 

[hi};:oE:G(f) by definition of G(f). 

The minimal size G(f) which contains all sequences of period 

t is	 specified by 
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Theorem 6.2. l€t the "cJlyrlOmial f'( z) be defined over GP(p) 

and let G(f) be over GF(p). The mbirrlal de2;ree polynomial fez) 

such that G(f) contains all seq"Lences of period t is the polynomial 
t 

fez) = Z - 1

Proof. Theorem 4.8 states that G(z t - 1) contains all 

sequences of periods t i whic~ divide t. '::.'he minirnality of the 
0()t

degree of z - 1 is obvious. ~'or consider the seq'llence fu Ji=O 

generated by s( z) where (g,z U - 1) = 1 Since (g,z t - 1) = 1, 
1 - zt 

, <0 

then p(u) = t a.'1d £uJ i=O cannot belong to any other G(f) l-J:-:ere 

d(f)'( t (Theorem 4.9) • 

The results of Theorems (6.1) and (6.2) allow the minimum 

degree generating function to oe computed for any periodic seque~ce 

{"hJ:O over Gli' (p~ of period t provided that t "I 0 (:llod p). If 

£ '200t f 0 (mod p), then any purely ~eriodic seeuence ho:\. 0 over GP( p)
• J.,Jl'" 

with p(h) = t belon6s to G(zt - 1), where zt - 1 is separable. 

t
The roots of z - 1 are elements of the extension field 

G1" (pn) where tipn-1. Hence the roots of z t - 1 may be found 

so that (6.1) l'Jly be solved for the b., I, i = 0, ••• ,k-l• 
.L 

Consider the followin2: 'Jro:,Jlem to illustrate the use of 

Theorems (6.1) and (6.2) with respect to computing a minimal degree 

generating function from a Given periodic sequence {h~::O. Suppose 

the given sequence is 

(;7 00 _(") I
l.hiSi=O - 1.2, ... ,2,0,2,1,2,0, ... J. 

This sequence of numbers is periodic with period t = 4. SL'1ce 

the maxim~~ element is two, then a field of characteristic three, 

GF(3) would adequatelY represent the set of elements contained in 
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J-'LJile . J-hsequence 'I,a iJ t . 4.J. 0= F ( .~ moa 3') • "--1" 

~De 
(. 700 

.J

sequence thiJi=O musv 
.,

oelonz 

to the 
t 

set G(f) where fez) = z 

4 2
- 1. Since t to (mod p),

4 
then the 

3~':-1 
polynQ]'r.i.al z - 1 has GF(3 ) as its root field. For z - 1 \ Z - 1 

2 
for k = 2 and no smaller kJ and thus the elements of z3 - z form the 

4minir.mm extension field of GI"(J) in ,vhj.ch z - 1 is completely 

factorable. 

In order to apply Theor8~ 6.2 for obtainin3 the generating 

function g(z)/r(z) = h(z), the :)olynoclial zLf
- 1 must be factored 

over its root field. The ir::'educible fc:.ctor~ of z4 - 1 will be 
2 

factors of z3 - z, whose factorization may ce acco~plished throuGh 

use of cyclotomic polynonials. 

~ (z) = z - 1 = Z + 2 

1 z2 - 1 = z + 1 
'Y2(z) = 't'l(Z) 

z4 - 1 
= z2 + 1 

\jJ4(z) = 't'1(z)'J12(z) 

ZO - 1 4
\ 

= z + 1~8(z) = ~1(Z)'V2(Z)~4(z) 

Each ~ti(z) consists of all irreducible polynomials of period 
~2 

t i • Since z~ - z contains irreducible factors of degree ~2, 

then z4 + 1 is factorable into two second deGree polynomials 

vJhich are 

z4 + 1 = (z2 + z + 2)(z2 + 2z + 2). 

Soth of these polyno~ials have roots of period pk - 1 = 32 - 1. 

2The nonzero elements of GF(3 ) may be formed by the ph: - 1 = 8 

pOvJers of a primitive eleIi1ent of GF(}). 3up:;;ose "all is a root 
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2 2 2 

of z + 2z + 2, then a = a + 1 and the elements of GF(3 ) are 

o 
0 

a = 1 
1 

a = a 
2 

a = a + 1 
3 

a = 2a + 1 
4 

a = 2 

5 
a = 2a 

6 
a = 2a + 2 

7 
a = a + 2 

8 
a = 1 

2 
Equivalently a root of z + z + 2 might have been chosen in 

order to form a field isomorphic to the one exhibited above. 

Returning to the problem at hand, it is necessary to factor 
4 

z - 1 into linear factors. Over GF(3) 
4 2 

z - 1 = (z - l)(z - 2)(z + 1). 

The roots of z
2 

+ 1 are of order 4, which are 
2 6 

a = a + 1, a = 2a + 2. 

Therefore 

226 
z + 1 = (z - a - l)(z - 2a - 2) = (z - a )(z - a ). 

From (6.6) 

2 1 1 1 1 

1 

21 

01 

= 
IX1 0<:2 oC3 oc 4 
d:. 2 oc. 20c 2ce 2 

1 2 3 4 
laC30c 30e 30.: 3 

1 2 3 4 

b f
1
 

b f
2 

b ' 3 

b4
1 
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1-ihereoC = (1)-1 = 1 oc = (2)-1 = 2 = a 4 ce = (a 2)-1 = a 6 

1 ' 2 ' 3 ' 
( 6) -1 2

~4 = a = a • 

?he v~~dermonde ~~trix becomes 

1 1 1 1 

6 2
1 2 a a 

M=I I 

Ll 4"1 

, .J.. 1 a 
2 

2 aII.... :~ 
3y definition, the inverse of the matrix l·r is 

111- ::: l/det 11 • adj 1'1 
- ~ 

0 6 6 6 
a a a a 

~ 

0 2 6 2 
a a a2 \a 

= a 6 0 2 6 
a a a a 
6 4 2 0 

a a a a 
'

rO 0 0 0 a a a a 

0 h 0 4a a a a
I= 0 2 4 6 a a a a 

0 6 ,,4 2 a a a- "" 

b1 '-' r 112 

b 2 ' I ! III 
1';~ 

b)' ! 112]"1 
-1 

110b4' l 
so that the solution of the bil are 

b I ' = 2, b2 ' = 0, b3' ::: a
2

, b4 t = a 
6 

-1and b· = b· toC.
1. 1. 1. 

which gives b1 = 2, b2 = 0, b) = 2, b4 = 2. 
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Therefore the decomposed form of the desired ge~erating function is 

6g(z) 2	 0 2 a 1 2z 
--= +--+ + - + 
f(z) 1 - z 2 - z a2 - z a6 - z - z + 2 ~ 1
 

z + 1
 
= 

z3 + 2z2 + z + 2 

Checking the result by lone division gives 

g(z) z + 1 234
h(z) - 2 + Z + 2z +	 Oz + 2z + 

f(z) = z3 + 2z2 + z + 2 = 5 6 7 
z + 2z + Oz +	 •••• 

Hence the sequence generated is £"2, 1, 2, 0, 2, 1, 2, 0, ... "1 and the 

desired result has been achieved--that of determining the minilnum 

degree function which: generates thil~~o. 

II. AN ALTEP..NA'rrv3 I·SYfHOD O? DETER-HIND-n THE 

MDrDIUi-f DrDR2E GENE.':'>,..ATING FUNCTION 

An alternative calculation procedure can be developed for 

determining the ~inimum degree Generatlllg function of a given periodic 

sequence. In fact, ~~y given periodic sequence fhi3;:O of period 
t 

t has a polynoJiial re~resentation of h(z) = q(z)/(l - z ) for some 

q(z) where d(q) ~ t	 - 1. So 
t t-l t

q(z) = (1 -z	 )( h + h z + ••• + ht_lz + htz 
t+l 

+ ht+lz + ••• ) 
t-l 

= (hO + hlz +	 ••• + ht_lz ) 
t t+l 

+	 (ht - hO)z + (h t +l - hl)z + (6.11) 
t-l 

If q(z) = qo + qlz + ••• + qt-1Z , it follows from the above 

equality that 

qi = hi for i = O,l, ••• ,t-l 
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,..i\jOH OJ:'

II 
( () tq z,z - 1) I ,= qll.Z) /f ~ 

1.., 
t'
v;i.t~n 

,.
'"ll€ 

".L ()racuor ql z may 

clearly be eliminated, yield~n~ 

h(z) = q(z) 
zt - 1 

..,"r)(~(,,\\r:\z, '~')':-I 
_1_--L_::: 

ql(Z) p(z; 

f)
Q'J\Z 
~ 

p(z) 
(6.12) 

\·lhich is minimal. This bypasses the necccssity of determining the 

roots. 

The theory of cyclotc:':lic ?olyno~1j_c.ls 3.nd their irreducible 

factors becomes quite valuable ;;cS a syst.err:atic method of redUCL'1[; 

(6.12) to the lowest degree. In fact, t~is method may be used to 

handle both the distinc-::' root case I-lhen t t 0 (mod p) and the mult

iple root case where t :: 0 (r~lOd p). 

Either of these tl'lO ':)rocedm-es determines the same mil'limum 

degree representation of a periodic sequence I~hen the period t 

of the sequence is not congruent to zero nodulo p. However, for 

the multiple root case, t ~ 0 (~od p), the alternative calcula

tion method may be applied very syste~~tically while the method 

of Theorem 6.1 does not apply. 

~ 
.~ 
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SlL,'i..illY 

For a Given (k+l)-tuple (fO,fl, ••• ,fk), the solutions of 

k 

.h. '. = 0, (i = k, k+1, ••• )L f 
J l-J 

j=O 

are members of the set O(fo'1'1' ••• ,fk ) i~hich forms a vector space. 

The members of this set are equivalently cenerated by elenents 

of 

G(f) = h(z) =e(Z)/f(Z); d(S) L d(f) 

and gi€GF(p)5 

~here the correspondence is 

~ (~~ ~ )f(z) = f O + flz + • • • + f 1rz" ~ ''''0,11,." ,.l.1<-... 

and 
\ 1. r.~<>o 

h(z) = L hiz { >(hO,hl ,···) =thi~i=O' 
i=O 

rfl' • h t .. ~ ".\. . (.h ) 00 . .\.' t . t . .. ne 1n..eren proper l,~T o=. a SOl.UL.10n, 1: is i=O' 1S lJna 1 18 2

pure~ periodic sequence whose ~erioc is a divisor of the period of 

the polynomial f(z). 

It was shown that any ?urely periodic sequence, llY~;:o' of 

period t belongs to G(zt - 1) and that the minimum degree ratio of 
+ 

polynomials g(z)/f(z), where G(f)~ G(ZU - 1) could be deter~ined. 
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