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CHAPTER 1

THE PROBLEM

l.1. Introduction. The computation of square roots
is encountered in nearly every course in mathematics from

arithmetic through caleculus. Usually a set of rules is
given to be followed in order to get an answer, and the une
derstanding of the process is disregarded. Most of the
processes at least require several calculations to obtain
the roots to the desired number of decimal places. A method
is needed in mathematics which can be easily mastered and
understood. At the same time, it should require a minimum
amount of calculation,

l.2. Statement of the problem. This study will
investigate the use of the error formula to compute square

roots. It will compare this method with other methods,
investigate the rapidity of convergence using the correction,
determine the accuracy achieved by a one-digit estimate with
_and without the correction temm, extend the correction formulas,
and develop a procedure for the application of the method.

The devised method will shorten the amount of calculation

need to extract square roots.



1.3. Impoxtance of the study. Tables of square
root are commonly found for the integers up to one hundred.

Sometimes these tables will be extended to five hundred.
The use of tables will usually save time and reduce the
chances of mechanical error. But they are limited to only
a few values. For this reason, a knowledge of some method
to compute square roots is necessary.

Various methods may be used to find square roots.
Some of the more common methods will be discussed in Chap-
ter 1I.

This study will seek to develop an improved method
for computing square root. It will use as its foundation
the iteration method and apply a correction based on the
error of the approximations of this iteration. Hence it
will be a computation rather than an iteration. It will
have all the advantages of the iteration method and yet
shorten the amount of computation necessary to find the
roots to the desired number of decimal places.

Square roots are of great importance 1n many fields
of physical application., It is thought that this method of
caleculation will reduce the amount of calculations needed

in finding square roots,

1.4, Limitations of the study. The scope of this
study is limited only to the computation of positive square

roots of real mmbers. Its purpose will be to establish a



method and to test this method. A procedure will be
developed based on the understanding of the method.

1.5. Oxganization of the thesis. Chapter II is
devoted to a review of the literature about computation

of square roots. Chapter II1 is the development of the
iteration method and the error formulas. Chapter IV shows
the accuracy of the method with a one-digit first estimate.
Chapter V extends the correction formulas and a different
extension is developed in Chapter VI, Chapter VI1 develops
a procedure for using this method with and without computing
machines., Chapter VIII, the final chapter, is a summary of
the findings of the study, together with suggestions for
future related study.



CHAPTER II

REVIEW OF LITERATURE

2.1. Introduction. This study required two phases
in the review of the literature. First was a historical

overview of square roots. The second involved literature
more specifically dealing with the iteration method and
error formulas. Books of mathematical history provided the
first, and articles in periodicals provided most of the last.

2,2, History of sguare xoots. Square roots have
been in use for a long time. Hofmann mentions that they

vere computed and used by the Babylonians (2000-200 B.C.).!
Although the symbolism was different, they approximated the
square roots by the simple and repeated application of the
arithmetical-geometrical mean,
VT s s~ash

which they probably derived from geometric considerations.

Hooper traces the development of the symbols used in
comnection with square root.> The word "root" came £rom
the geometric concept that mumbers grow m‘what like a

1y Ehrenfeled Hofnam Mathe-
uat%cl, (::?goﬁt The Philonpm;aﬁl%" ),
Pe G,
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5
plant. The squave oot sign YV can be traced to the Latin
word xadix. When the works of al-Khowarizmi and others
were translated from Arablic to Latin, the Arab concept of
root was put in this Latin word, This was shortened to the
symbol B¢ during the later part of the middle ages and was
used to indicate the root of a mmber. Eventually this was
chortened to a small r and the square voot sign is merely
this letter slightly changed in shape. The present concept
of a radical comes from this word also,

The Greek civilization gave quite a bequest of
mathematical knowledge to the world. In the works of Pythag-
orus, Euclid, Plato, and others, there are many instances of
the use of square roots. The irrational mmbers were developed
by the Greek culture. This broadened the concept of square
root to mean the rational approximation of a factor of a
mmber which, when the factor is multiplied by itself, will
give the mumber.

2.3. Methods of computing square xoot. Boyer says,
"An algorithm in mathematiecs, is a procedure which yields

the desired result without much attention to the reasoning
backo!ﬂmpmm." An algorithm is one of the most
used methods for computing square roots. There are many

oy (oo Dexsen Boyer, athenatics A Bygigrical pevel-




sources which give the rules for an algoritim for finding
square roots. Most of them will agree with the set of
rules found in Boyert”
1, 8 the mumber into periods of two
each, Y g g e g o
tucﬁnsteomtmemmnsmlymm
2. Find the number whose square is not
more than the left ponod; write it u the !1::1:
figure of the woot} subtract 1ts oiuu-
ber; and bring down the next !ctamdlvldud.
Bptiny by SHASS Hoe west SLERby Soeody and sae
ce 00! annex
thequ;nat:othlmcmddntothodivim.
4. Multiply the n:gh« divisor by the second
&mo! the root and tract the product from the

5., Continue in this fashion until all the periods
are used,

This algorithm can be traced to the expansion of
the binomial theorm to the second power. Using t for the
tens digit of a number and u for the umits digit, then
(L0t+u)? = 100t2420tu+u®, By partial factoring this becomes
100t%4u (20t+u). The method can then be followed through
with the steps listed above.

Mallory attributes the development of the binomial
theorm to Buelid (300 B,C.) and the development of the
algorithn to Theon of Alexandria (400 A.D,)>

“rbad.
o SanboriTEL, S Yallory, Eiggt Alssbra (Chicagor Bend.
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The prinecipal eriticisms of the algorithm are that it
is difficult to remember, requires a good understanding of
the binomial theorem to construct, requires quite a bit of
calecu) »*ion, and is inefficient. It demands a separate com-
putation for each digit of accuracy.

Sample makes the following statement before listing
the steps of the algoritim:

Aaaﬁnunnnz. « » in the recommended pro-

U e
of a binomial has been mastered . « « «

Portz presents a different approach to the algorithm
method and suggests that it be used only after the student
has been exposed to the iteration method and then as a method
of application of the binomial theorem.’

A common method suggested and used in many textbooks
is the use of a table. The view expressed by the School
Mathematies Study Group probably sums up the feeling of many
authors on the tople. They say, "You should extract square
root approximations fyom tables if tables are available,"
Tables cannot replace a method of calculation, however; they

6l'. A, Sample, "A Device for Teaching the Extraction
of Roots," Ihe Mgthengtics Teachex, 40:340-44, November, 1947,

7Be::nard J. Portz, f’:xm Root: An Algebraiec
i\gg;cach.' School Science and Mathematics, 55:312-14, April,

8 Mathemats £
Rshasl, Alsthune Toen T Do Rion, Connympeiap S



are only a supplemental device that chould be used when
possible,

A method of iteration is sometimes regarded as the
best for computing square voots. A discussion of the itera-
tion method is saved for Chepter IIJ. The usual iterative
method is escentially the application of the arithmetic mean.
The formula

%= hlx, + 3 )

is repeated over and over until x = {N. Certain refinements
of this statement are made in Chapter III.

The earliest recorded use of this formula according
to Bves was in Book II of Metyica by Heron of Alexandria.’
The dates for Heron's life are mot definitely established
but it ie believed he lived sometime between 300 B.C. =nd
150 A

The School Mathematice Study CGroup liste the following
ten reasons why they support the iteration process in teache
ing the extractions of square roots. ? They are applicable
to this discuseion also.

1. The iteration method can be male meaningful,
It is based on the definition of a square xoot.

mgtics (New York: &m-%E,g. -
10gcn001 Mathematics Study Group, op. cit., pe 362




2. The student is more lik to realize that he
is an : tion to {N, than when he uses
the al thm, fact, he can be taught to estimate
the size of the ervor.

3. The student is estimating his results; so
he is not lilely to make a bad error without
ml.iz:lng it,

4. The second tion can very often be done
mentally; al with very little arithmetic. Imn
many cases it 1s all that is needed.

5. An division with s two-diglt divisor
ylelds a result in which the error is in the fourth
digit, This 1s sufficlient for most purposes.

6. The method can be completely justified
algebraically.

7. A formula for the error of any approximation
can be derived,

8. The method is ideal for machine calculation.

9, 1If the first approximation is obtained from
the slide rule, the second approximation is likely
to be correct to 7 or § digits.

10. The method is self-correcting. That is, if
ey s S 3 e e et
P error is not e on the last
approximation.

Statement number seven of this extract 1s the basic

premise of this thesls. The School Mathematies Study Group
includes the ideas of the error formulas as an optional part
of the ninth grade course in mathematics.'l This is ome of
the few articles using the error formula to compute square
roots.

i oy De 369.
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Ward develops an error formula but uses it to only
show how the iteration process works.l? Bouton uses an
error iormula in a similar mammer as early as 1908."3 He
infers that his knowledge is gained from earlier sources but
glives no reference.

Chittenden used the error formula for computing
square roots in a mamner very similar to the one developed
in this thesis,’” He wrote Ms article in response to en
article in the Mathematlcs Teacher by Tobey a year earlier,l’
Tobey defends the iteration process and Chittenden merely
shows that the method can be improved with the use of error
formulas,

Brown states the iteration method in a simpler fomm.
This simple statement has only three rules,

1, Divide the mmber by anything.

2. Divide the mmber by something between the
previous divisor and its quotient,

3. Repeat step two until the divisor equals the
ggotimt to the required mmber of decimal places oxr
ffeors by only one in the last decimal place.

16

u‘Lawh E, Ward, "On the Computation of S
* quare Roots,"
The Mathematice Teachex, 24486-83, March, 193L, .

13 "Square ", Annals Mathematics
Series 1,‘!5?1‘!7-112. ieos. ——l o
l4g, w. cnite "gn Square Root by Division",

Mathenatics Teacheg, 39175-76, March, 1946,

1114 0m 5, 1 "Square Roo ~proximation end
Division", he Wh 8:131—2?!2%& 1945,

L6g14 sabeth F » "Roots and Logrithms", Mathe-
matics Ieacher, 49:!‘&-1, m. 1956. -
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Shuster adapts the idea of an error in any
approximation of a square root to the use of a slide rule
although the formula for the error is developed from
differcnt considerations.l’

Arguments may be found to support the method of
iteration, the algoritham, the use of tables, the use of
a slide rule, the use of logrithms, the use of a binomial
series expansion, the use of continued fractions, and
others., Each will have advantages and limltations.

Luke maintaing that the Newton-Raphson method 1s
very efficient when applied to an equation of the fomm
xz -l = 0.18 He develops the formula
. ;:f
from the Newton-Raphson method., When this is simplified
it is exactly the iteration formula. Therefore the Newton-
Raphson method applied to finding square roots is the same
as the iteration process.

x

7Car1 N. Shuster, "Approximate Square Roots",
Mathematics Teacher, mb- » January, (1‘952.

L8yudell L, Luke, "™umerical Ana].;ais and Hish School
Mathematics", lMathematics Ieacher, 50:507-12, Nov s 1957,



CHAPTER III
THE ERROR FORMULA AND THE ITERATION PROCESS

3.1. Introduction. The iteration process for
extracting square root was mentioned in Chapter 1I., This
process will be used as a starting point from which the
error formula will be developed. There is nothing original
or unique in the use of iteration. It has been used in some
way by mathematliclans since the time of Heron. By combining
the concepts of the iteration process and the fact that each
approximation has some error, the result is an improved
method for extracting a square root,

3.2. Definition of square xoot. The square root of a
number may be defined as one of two equal factors of the num-

ber. Two observations need to be made about this definition
for the purposes of this discussion,

First, for any number there exists two square roots
equal in mumerical value and opposite in sign. Since one is
merely the negative of the other, only the positive value is
considered here, )

The second observation 1s that although all square
roots exist by the definition, some will be irrational num-
bers. An irrational nmumber cannot be expressed as an exact
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rational quantity. Where the square root is irrational, it
is desirable to find a rational approximation of the root.

Therefore the term "square root" throughout this
discussion is used to mean the "rational approximation of
the positive square root of a mmber,."

3.3 Ihe pxinciple of iteration. The definition of
the square root of a number is one of two equal factors of

the number. If N 1is the number whose square root is
desired, then x 1s a square root of N if and only if
we .

If %, is taken as an approximation of YN, a second
approximation, better than X, can be found by the equation

‘z - 3(‘1 + gl)-
Form Xq by

3"%(82*%)
and x, by

x, = 5=, _, "n-l.)
Hence, the sequence of mumbers K1y Egy Hgy seey ﬂ‘, ese
tends to a limit which is YN, x, # 0.
To prove this it is necessary to show that x, and
Eﬂ form an interval around YN and that x > %(x , + ;h )e
If % and%n form an interval around N, then either of the



1%

two cases
%‘:ﬁ Ry or X, < N < Eﬂ

may exist. If x > Y, then multiplying both sides of

the inequality by 4N gives X VN > N and multiplying both
sides of this inequality by kl gives N> §n and thus

x> N> %ﬂ Taking x, <T§ and multiplying both sides
of the equality by YR makes x VN <N, And multiplying
both sides of this imequality by }h glves VN £ ?-‘n The
conclusion can be drawvn them that x  and &n will always
be on opposite sides of N or in other words, they will
alwvays form an interval around 7W.

From an intultuve standpoint, this is a logieal
condition, For instance, if a number r is taken as a first
estimate of YN, then r » s = N, If r 4is too large, then
s has to be too small, It follows that the JN lies
between them and a likely second approximation would be
some number that is half way between r and s.

Taking the case where x,>TN , and squaring both
sides of the inequality, then

112711 ,

multiplying by %1 on both sides gives

5> %



adding x; to each
2> m + R,
and multiplying both sides by %

TREICRS B

Taking this procedure and repeating it for Koy Koy eesy

it would eventually yield the condition

Ry > 0,y * §,-....1_)’
If the difference

¥(31¢H1J - VN
is taken, it becomes
ﬁz-zﬁxl'f(ﬁ)z
.
(x, =7M)?
2%y

15

Since the numerator of this term is squared, its value will
always be positive., From this the coneclusion can be drawn

that
l1>82>83>5'?1ri

Another observation to be gleaned from this is that regard-
less of vhether %, 1s greater than or less than VN, Xy

will always be larger than YN. For this reason in the
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following section, x will be used as the larger of the
first estimate or the mmber divided by the first estimate.

3.4. The erzor formula. Any approximation of a
square root will have an error involved. Let ¢y be the

true error of the approximation of YN, x. Or
G == -1

So then
€y = =N,
Gy = xy =W,
Cn'xn- N .

Taking the iteration process, it is noted that
22-’5(314*%1).

Cy = il +§) < AW

and clearing parentheses and combining texms
%% 21 % + (V)2
c, = ¢
2
o |
The numerator is a perfect square, so
(xl-ﬁ')z

Cy 7%
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and substituting G for ( x, - VN )

Thus there is a formula for the error of a term expressed
in relation to the error of the preceding term. The
general case would give

, = Cher
2%e1
It would be very convenient to merely compute this errvor and
subtract it from the estimate. However it is necessary to

know the square root in order to compute the error and so a
different view of the situation is needed.

Borrowing an idea from the Newton-Raphson method, the
possibility becomes evident that it might be desirable to
estimate the error and subtract this estimate of the error
from the approximation, This is essentially the idea behind
the Newton-Raphson method but the estimate of the error is
found in a different manner.

Now to develop a method for estimating the error, take
%, as an approximation of N and find x, by the iteration
process. Before contimuing the iteration process any farther
it would be desirable to subtract the estimate of the error
of X,. The error of x;, is % - /N. But VN is not known
and the best approximation of VN is golng to be!x(x1+§1)
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or that is, =x,. Replacing YN by this best approximation
gives the error of n,_laoboutinatod. letting e be the
estimate,

AL LY
Using e; as an estimate of Cy» then the estimate e C,

2
.
phs ol

or
(3 = x,)?
|

.2 =
Going to the general case,

'n-lz

2801

. By - x,_)z
2R01

Ca™ey =

Since Xy > Hg > n,
Gy = x9)? < (x, =VW)?

and
(:-z - xl)’ < ‘fz - V)?
) )
So

& < G4
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Replacing x, and =4 by x, and x,_; would lead to the
general case that
% < G
Therefore estimating the error at any step in the iteratien
method still keeps the process valid. It will make the
amount of computation less to extract a root and the iteration
actually becomes a calculation.
The method then becomes one where
am - S%a)
1
This improved approximation is then used in the iteration
procedure to obtain a nev approximation from which a better
approximation is calculated by subtracting the error,.

3.5. Convergence. Since each successive approximation
is closer to 4N, it is easily seen that the process will

converge to ¢/N. The use of the error formula will cause
the process to converge faster.

Take a mumber line on which YW is plotted. The first
approximation x; > {/N is plotted to the right of ¥/N. Then
51 is plotted to the left. Using the iteration process,

% 5 W ey x 5

%y 18 found between x; and ‘W. When the estimate of the
error in x, is subtracted from X, a closer approximation is
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obtained, Using this value to find x4 will cause x, to
be closer to YN than using x, to find xj.




CHAPTER IV

ACCURACY OF THE SECOND APPROXIMATION

4.1. Introduction. The process developed in the
proceeding chapter now must be tested to see how good it
really might bes In this chapter a table will be constructed
to show and compare the value of Xy before and after the
correction texrm is applied.

4,2, Procedure. The table constructed has values of
N ranging from 1 to 100, Any other number could be expressed
as a multiple of an even power of 10 and an N between 1 and
100, That isy, 1f N is a number between 1 and 100, then any
mmber not between 1 and 100 could be expressed in the foxm

N o+ 102 s (k any integer),
and the square root of this mumber would be

% » 1% ,
Hence only values in this range need be considered to compute
square roots. This alds greatly in locating a good first
estimate. .

Take the first estimate as the nearest integer to YN.
Compute § and use the greater of these as the % with
which x, 1s computed by the iteration formula. Then e is
computed by subtracting x, from x; and e, is computed
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by the error formula. The final step is to subtract e,
from %Koo All of the values are shown in the table to give
a comparison and provide information to evaluate the useful-
ness of the process.

Picking the first estimate at the nearest integer
will give the best one-digit first estimate possible for the
desired square root. This is not a necessary condition,

Any number would do for the first estimate. It would just
require more steps to get an accurate answer,

The reason that the larger of % and %1 is used
as the x; in the error formula is merely that it is more
convenient to have e; positive. Again, it is not a

necessary condlition,

4.3. Interpretation of the table. The accuracy of
the process varies. The greatest error in the first estimate

is 0.5, This is a result of using the nearest integer for
the first approximation. As N becomes closer to a perfect
square, the accuracy mpmn. It is only logical that ey
would become smaller as e; becomes smaller.

The first digit of ervor may occur in the decimal
place of the first significant digit of .2'. The first digit
of error will not always occur at that point however., In
many cases the corrected value of the second approximation is
accurate to more digits than the error indicates. A method is
used in Chapter V to locate these cases where more accuracy
exists,



TABLE I

APPROXIMATIONS OF SQUARE ROOTS FROM 1 TO 100
USING A ONE-DIGIT FIRST ESTIMATE

23

N % & ®  corrleted
1 1 1.0000 1.0000 ——e - v

2 2 1.0000 1.5000 o5 «0625 1.437 5%
3 2 1.5000 1.7500 25 .015 .

& 2 2.,0000 . - - -

3 2 2.5000 2.2500 «25 .0125 2.23

6 3 2.0000 2.5000 «3 041 2.429

7 3 2.3333 2.6666 «33 013 2.

8 3 2.6666 2.8333 17 . 2.8

9 3 3.0000 3.0000 - -

10 3 3.3333 3.16666 .17 . 004 3.16 6
11 3 3.6666 3.3333 «33 014 343

12 3 3.0000 3.5000 . 031 3.409
13 4 3.2500 3.6250 375 017 3e

14 i 3.5000 3.7500 «25 .0078 3.7

15 ‘. 3.7500 3.8750 «125 0019 3.87381
16 & 4,0000 4.0000 .- —— -
17 L 442500 4,1250 »125 .0018 4.12382
18 & 4,5000 4,2500 «25 «0069 b4,

19 4 4,7500 4£.3750 «375 015 be

20 5 4.0000 4,5000 3 .025 &,

21 S 4,2000 4.6000 s .016 4,

22 5 4.4000 4,7000 3 009 be

23 5 4,6000 4,8000 2 004 &7

24 5 4,8000 4,9000 - | »001 4.8

25 5 5.0000 500000 - b Sikond b bnsieid
26 5 S.M 5.,1000 al .00057 5.09¢
27 5 Se 5.2000 o2 .0037 S.1

28 3 5.6000 53,3000 3 .000 Se29

29 5 5.8000 5.4000 o .014 3.38
20 6 5.0000 5.5000 . .02 Skl
*Note? The underscored digit is the digit in which the

first error may occur.



N N

- % *2 “1
31 6 5.1666 5.5833 W42
32 6 5.3333 5.6666 «33
33 6 55000 5.7500 «25
34 6 5.6666 5.8333 17
35 6 5.8333 5.9166 .08
36 6 6,0000 6.0000 -
37 6 6.1666 6.0833 «08
38 6 6.3333 6.,1666 17
39 6 6.5000 6.2500 «23
40 6 6.,6666 6.3333 033
&1 6 6.8333 6.41666 .42
42 7 6.0000 6.5000 o3
43 7 6.1430 6.5715 +43
Lt 7 6.2860 6.6430 «36
45 7 6.42%0 6.7145 «29
46 7 6.5710 6.7855 «22
47 7 6.7143 6.8571 14
43 7 6.8571 6,92855 .07
49 7 7'0000 7.0000 -
50 7 7.142857 7.0714285 ,07
51 7 7.2857143 7.142857 .14
32 7 7.4290 7.2145 »21
33 7 7.5710 7.2855 «28
54 7 7.7140 7+357 035
35 7 7.8570 7.4285 42
56 8 7.0000 7.5000 o3
57 8 7.1250 7.5625 olly
58 8 7.2500 7.6250 «37
39 8 7.3570 7.6875 o 31
60 8 7.5000 7.7500 «25
61 8 7.6250 7.8125 19
62 8 7.7500 7.8750 w12
63 8 7.8750 7.9357 .06
64 8 8.0000 8.0000 -
65 8 8.1250 8.0625 «06
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TABLE I (continued)

9 ] 0000 aee -

e | X9 b 1 | eorrﬁted
[ 8.1250 12 00088 8.124
8 8.1875 19 .0021 8.18!

8 8.2500 25 .0036 8.2

8 8.3125 «31 .0055 8.30/0
8 8.3750 37 .0081 8,.3669
8 8.4375 YA «0lL 8.4265
9 '8.5000 . | 0139 8.4861
9 8.5555 Jad .0107 8.

9 8.61111 39 0084 8.6027
9 8.66666 «33 006 8.6

9 8.72222 «28 0043 8.7179
5 8.77777 .22 L0027 8177507
9 8.83333 o17 0015 8.83

9 8.,88888 5 «00067 8.88

g 8.94444 05 .00017 8.9

9 9.0555 .05 .00013 «05542
9 9.1111 11 00065 S.11

9 2.1666 17 .0012 9.16

9 9.2222 22 0025 9.2

9 0.2777 «28 0041 9.27367
o 9.3333 233 «0056 9.3277
0 9.3888 39 00804 9.38084
9 9.4444 44 0093 9.43
9.5000 . | <0125 9, S
9.5500 45 01 9.
9.6000 A .008 %.
9.6500 33 .0061 9.6439
9.7000 . | 0045 9.6955
9.7500 3] .0031 9.7469
9.8000 | .002 9.7
9.8500 15 .0011 9.8489
9.9000 % 1 0005 9.89

9.9500 .05 .00012 9.94988
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In every case the accuracy is increased and in every
case the corrected value of the second approximation is
still greater than the square rvoot of N. This would be
modified in some cases if the digits were rounded off.

A general statement could be made that this process
is good for three-digit accuracy since most of the cases
show this. The exceptions come in two types of situations.
First, when o and &l. are both integers one unit apart
or in cases approaching this situation the error is the
greatest and the accuracy is less. Second, when % is
relatively small. Actually these are merely the conditions
when ‘1212:1 would be the greatest; e; larger and/or %
smaller.

In many cases, this would be as much accuracy as is
desired. If not, using this three-digit estimate to f£ind
%q would be accurate to about six significant digits and
application of the error formmula would possibly extend this
to seven or eight significant digits or more.



CHAPTER V
EXTENDED CORRECTION FORMULAS

S5.1. Introduction. Many of the values of the
corrected X, temms in Table I were accurate to more digits

than the error formula indicated. In this chapter, a dif.-
ferent approach is used to get the approximate value of Coe
A second correction factor formula is incorporated inte the
method to glve even greater accuracy. A short table is
used to show the improvement over Table I. This improved
method is a desirable method for accuracy of about four or
five significant digits in most cases on the second approx-
imation,

5.2. Ihe improved correction fomulas. The defini-
tions of Chapter III for Cys Cz, e, and e, are assumed for

this chapter and the derivation of the improved formulas.
When these values are plotted on a number line some relation-
ships not noted before may be brought out. One of these

VN = %

y | ,

\_cz_..v_ ‘1 J
G

relationships useful for this discussion is the obvious fact
that e +C, =Gy, This can be derived from the definitions



28
in an algebraic manner, Take the definitions of Cys Cyy
and e, from Chapter III:

CL=x =M, C=x -7, o =x -x,.
By adding
Crte=x-VR+x - x=x -¥N=q.
But, a formula was developed in Chapter III which gave the
value of C:2 in temms of cl. That is,
5
2%y
Replacing Cy by e + C:2 gives

Cy

.o (e + C)* 1
=
This is an interesting formula as the whole left member of
the equation is contained in the right member as one of its
parts and it is only logical that it should be solved for
Gy if possible., Removing fractions and expanding the

mmerator of the left member gives

2 2
lecz = e + 20102 + <::2

Collecting terms

c22 + 2(e; - ‘1)62 + 012 = 0

1St:at:cncm: by Dr. Oscar J. Peterson, personal interview.
Permission to use granted.
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Solve for C, by completing the squares.

622 + 2(ey - :1)62 + (e = x,_)2 = (e » x,_)z - 012

[Cp + (o = ? = 0 = 20 + 3% =
Cp b & = 1 = wly? < 2eym)
°z"1"'1*‘1<1'-z-.-1-3.
R
The last temm of the right member of the equation is a
binomial to a power less than one. Hence it will expand into
an infinite series of terms. This means that the error in
the second approximation of the square root will actually be
an infinite series of tems. Since the series has a sum, cz.
it must be convergent. Any approximation of Cys say €y
could then be the sum of the first n terms of the serles.
But there is a2 negative series and a positive series.
Since C, is positive, the value of the series valid would
be positive. When the series is expanded, all the temms
except the first would be negative, and taking the negative
part of the equation will give a positive value for the
serles and C,.
The equation with the series expanded becomes
_ 2 3 sat 780
GenFq- L’l"l'%'%!'%‘g,l‘#'

]
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When the parentheses are removed, the first two terms of
the series combine with the texms of the equation preceding
them and the rest have positive signs. Hence,
2 3 4 5 6 7
ey ey 5.1 701 2le;” 33e
C, = + +* + & $ ese
2 m Wt ERT BT TR TR
1+3e5¢00(2n = 3) .1“
at 270 :
If this equation is compared with the approximation

of the ervor of %, used in Chapter 111, immediately evident
is the fact that only the first term of the right member has

been used.

5.3. Use of the correction factoxs. A logliecal way
to estimate the value of C:2 would be to take the sum of the

first n tems. Using only one term has worked very well
and the next step to improve the process would be to use

one more term, This would give

2 _3
Vixxz-l-:}..z
Ty oy

3
The quantity ..._!.‘1 would be relatively easy to calculate

since it may bﬂnttm in the form (012/2!1) (e;/%;). This
method was used to caleulate Table II from Table I.

This may be extended to the use of the first three
terms, the first four terms, and any first n temms. But
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TABLE 11

THE EXTENDED CORRECTION FORMULA
APPLIED TO THE RESULTS OF

TABLE 1
2 3 2 3
- . o _ ..,
x2 A '5 82 2
2% %) =

2 1.4375 L012 1.42

2 1.734 .001.2 1.7328

5 2.,2375 0012 2,2362

6 2,459 . 0064 2.45

7 2,6485 0014 2.647

g 2.8285 0001 2.8284

10 3.1626 .0002 3.1624

11 3.319 0012 3.317

12 3.469 0037 3.465

13 3.608 .0015 3.606

14 3.7422 00045 3.7617

%g 3.87306 000061 3.87299
17 4,12382 .00005 54,1237

18 4,2471 0004 4,245

19 4,360 0012 4,3588

20 4,475 .0025 4.4725

21 4,584 .0013 4,5827

22 4,691 00054 4,69046
23 4,796 00016 4.79584
gg 4,899 00002 4,39898

26 5.09904 »00002 5.09902

27 5.1963 »0001 5.1962

28 5.292 0004 5.2916

29 5.386 001 i 5.385

30 5.48 0016 5.478

*Note: All the digits accurate except the last one.



TABLE II (continued)
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2 3

N o e . W |

2:1 2:1 2:1 2:1
31 5.5686 +00098 5.5678
32 5.6575 .00033 5.657
33 5.7448 .0002 5.7446
34 5.831033 «000072 5.83096
gg 5.916088 000003 5.,916085
37 6.08277 .000005 6.082765
38 6.16443 «00002 6.16441
39 642452 «00018 6,245
40 6.3251 .0004 6.3247
41 6.4036 .0005 6.4031
42 6.482 .00126 6.48074
43 6.5583 .0006 6.5577
44 6.6338 «00045 6.6333
48 6.7085 00024 6.70826
46 6.7821 .0001 6.7824
47 6.85575 .0001 6.83565
23 6.92820 .0000035 6.92820
50 7.07107 0000036 7.07106
51 7.1415 .000026 7.14147
52‘ 7 ° 2116 e 00009 7 o 2115
53 7.2604 .0002 7.2802
54 7349 .0004 7.3486
55 7.4175 .00078 7.4168
56 7.4844 .0009 7.4835
57 7.5504 .00055 7.54985
38 7.6163 .00036 7.6155
59 7.6815 .00024 7.6812
60 7.7461 .00012 7.74558
61 7.8103 .00005 7.81025
62 7.8741 .00001 7.87409
63 7.9372547 .0000009 7.9372538
64 8.0000 P [
65 8.06228 .0000016 8.06227



TABLE II (continued)
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2 3 2 3

R il S .

- — N =
66 8.12412 .0000064 8.1241
67 8.1854 .00004 8.18536
68 8.2464 »00009 8.2463
69 8,3070 .00618 8.3068
70 8.3669 .0003 8.3666
71 8.4265 «0004 8.4261
72 8.,4861 +00035 8,4856
73 8.5448 »0003 8,5443
74 8.6027 .0003 8,6024
15 8.6606 .0002 8.6604
76 8.7179 .00011 8.71779
77 8.77507 .00008 8.77499
78 8.8218 .00003 .83177
79 8.88821 «000011 8.888199
gg B.94427444 .0000007 8.944273
g2 9.05385 « 0000007 9,0535385
e3 9.11046 +000007 9,110453
84 9.1654 »00002 9.1653
85 9.2197 «00003 9.2196
86 9.27367 +00007 9.2736
87 9,3277 »0002 9.3273
&8 9.38084 .0003 9.3806
89 9.4351 »00036 9.434
90 9.4875 .000625 9.4869
o1 9.9539875 + 00045 9,3394
92 9.592 .0003 9.5916
93 9.643875 «00021 9.6436
e 9.6953 .00012 9.6954
95 9.746875 .000075 9.74679
96 9,798 +00004 9,79796
97 9.848875 .000016 9.84885
98 9.,8995 .000005 9.899495
99 9.949875 «0000006 9.9498744

- oy .-

- o S -
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after the first two terms, the labor becomes greater and
the rewards for the labor are smaller. Hence any further
extension of this is omitted. In Chapter VI, a much faster
method is developed for use where a greater accuracy is
desired.

5.4. Results of Tzble I1. Table II is merely an

extension of Table I. A second correction factor is sub-
tracted from X5. In each case the accuracy is extended
farther with the greater accuracy near the perfect squares
and with the larger denominators. A general statement can
be made that this end result gives four-digit accuracy in
almost all cases and five-digit accuracy in many.



CHAPTER VI
IMPROVED CORRECTIONS BASDONXZ

6.1. Introduction. The methods developed in Chapter
I11 and Chapter V work very well for most calculations and
do not require a lot of work. In this chapter another
extenslon of the correction formulas is shown which speeds
up the process much more.

6.2. Uge of Zoe In all of the ecalculation of Koy
the formula
2
Cz e f—l_

2%,

has been used as a starting point. This is the case in this
chapter also.

The first step necessary to develop the desired
formula is to find two equivalent statements for Cye If
% is taken grester than TN, then C, = x; - VN, and using
the definition X o= Xy = ey ““““1"1*02- This was
the basic premise of Chapter V.

When 2171'17. then %('VH’. Using &1 as the
estimate, then

oy = -,
and

G="8~-C ,
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If each of the two values of cl are substituted
into the error formula, the two equations

(e + C,)? (o = Gg)?
, 8 wd  Cyw -2

2%y z(ﬁl)
will wesult., Multiply each by its denominator and expand
each of the mumerators to obtain

C2-

2 2 | 2 2

2%,Cp = ;" + 2¢4C, + cz and '2(&1)(3z i S 23162 + Gy

Dividing each side by 2 in each equation and combining them
by addition gives

or

It can be seen that the right member of the equation
represents the value of cz. but it contains a Cz as part
of itself. By substituting the expression and expanding each
place that c2 is contained in the right n-.nbor, it becomes
apparent immediately that thls is an infinite serles not in

the proper form to be expanded.

1Statncnt. by Dr, Oscar J, Peterson, personal interview.
Permission to use granted.
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Rewrite the equation with the right member zero.

Regard elz as a constant and complete the square of the
quadratic equation in terms of C, and Xy Thus

Cy” = 2m)Cp * y” = x,% = o2

€y = %) = xy" - %,

- 2 25%
2 2%
Cp=x, # (x,° ~ )
This equation will then give an infinite series the sum of
which equals the error of the second approximation in the
square root process., Only the positive value of this ex-
pression can be valid as the %, > 7N. In this equation
the plus sign will yleld an infinite series of negative
numbers and the minus sign will yield an infinite series of
positive mumbers. Hence the equation would become
2
Cp = 3y = 3,(L = !:2)“
This quite readily expands into
2 4 6 8
3
C, = %y = “2’1—’3—3’2—-3’ 1 y
2z, B8x, Lox, 128x,
, Le3:5e7e0e(2n - 3) &*°
9%y x> - 1

* LR X ]
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This is much better than the correction formula obtained
in Chapter V as each term increases by powers of two and
will thus converge more rapidly. This is desirable.

5 e LRSI e tom L. s be Sestened
out of each temm in the egquation after the first two temms
are added together to give zero. If this expression is
factored from each term, it wlll be found in inecreasing
povers as the terms progress. Using the definition

2
e

=y
the expanded equation becomes

Can+ Ez 4 Ea,,* 55;4785 oo
2x2 sz 8:2 8x"t

6.3+ Advantages and disadvantages. Using these
correction temms to compute square root has both advantages

and disadvantages, It converges very raplidly due to the
increase of the power of each term by two each time, But it
requires working with figures to several decimal places. So
this will glve a highly aceurate square root approximation
with fewer calculations, but working with more digits. In
most cases, this becomes a machine operation for use when a
calculator is available. Also, since more accurate approxie
mations are being obtained and the convergence is very rapid,
care must be taken to carry each operation out the desired
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number of digits. Without a machine, thls process becomes

very invelved in computations. A machine minimizes the
labor necessary and the vresults are very frultful. It is a

very accurate process.

6.4. Interpretation gnd explgnation of Igblg IlI.
Table II1 is a short table of values for which the square

root has been calculated by this method. The values were
purposely picked to give the worst possible cases between
1 and 100. These are the least accurate values the process
will give. Even the worst is good.

This process is more accurate than the one in Chapter
V. All the digits in the table are accurate. Other values
will give even better accuracy than these examples. The
preliminary steps are not included in the table. An Ko is
obtained with its acecompanying e, and all.



CHAPTER VII

PROCEDURE FOR EXTRACTING SQUARE ROOTS

7.1. Introduction. The final step in developing any
useable process is to describe the procedure for its use.

" This should be the final step because a procedure evolves
from the understanding of the process involved. This chapter
merely puts forwaxd the material already discussed in the
preceding chapters. It is a review and restatement of what
new tools are available for extracting square roots as the
result of this study. Actually, the results are in two sets
of infommation., That is, a procedure for extracting square
roots without a caleculating machine and a procedure with a
calculating machine, Examples are given for each.

7.2, General statements. There are certain steps
that need to be taken regardless of whether the caleculation

is to be done with or without a calculating machine.

First, determine the mumber of significant digits
wanted. There is no need to carry a calculation any farther
than wvhat is needed. Dolng unnecessarxy votk is a type of
inefficiency.

Second, put the N in the fom (N, 10°®) vhere
N, equals some mumber between 1 and 107 md a is an
integer. This makes it fairly simple to find a first estimate.
Calculate N, and muleiply by 10% to find WW.
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Third, take a first estimate of YN, %;» and caleulate
%, by the iteration formula, x, = %(x; + N/x). The work
required for this 1s negligible and in many cases can be
done mentally.

Fourth, find € =X = Xy Usually this may be done
mentally. " x; 1s the larger of x, or %1.

Up to this point, no really time consuming work has
been encountered. This 1s true regaidlue of the value of N.
These four things are done before it is really necessary to
start to work. ln'thc following sections, these four steps
are to be taken before taking the steps discussed there.

7.3. Eroceduye yithout g calculgting mgchine. One of
the aims in developing this method for computing square roots
is to minimize the amount of work necessary. It will usually
be easier to divide by %y than to divide by Xy« Using the
concepts gained in Chapter III and Chapter V gives the method
for calculating square rxoots without a machine.

First, complete the four steps of section 7.2. If
the desired accuracy is less than five digits, then

2 3
O

will probably give an adequate answer. If N is close to a
perfect square, this may give an answer to more digits. When
more digits of accuracy are needed, an X, may be calculated
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using the corrected x, term. This will double the number
of correct digits and using two correction factors will
extend this even farther.

For example, calculate Y61.9% to five significant
digits,
x =8
3§ = 77425

.1 ¥ .13

2
ep
= ,0010
=

3
T2 = 000016

Subtracting 7.87125

L

Looking at the second correction factor tells that the first
digit of errvor can occur in the fifth decimal place and hence
this mumber is accurate at least to five significant digits.

7.4. PEpocedure with a cglculating mmchine. The
procedure involving a calculating machine should be the

quickest possible method without regard to the amount of labor
involved in dividing by a denominator of more than ome digit.
In Chapter III and Chapter VI a method was discussed which
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converges very rapidly. This was brought about because
the powers of the mumerator and denorinator of the terms of
the series increased by two from one term to the next, The
letter I was them used to represent the first term and
the resulting formula for the method becomes
fﬁ":xz‘.z-f_z__-_f; Uhmii:l_':
= N %y
After the four steps in section 7.2 are taken, probably with-
out the machine, E 1is calculated and subtracted from Koo
Then E?/2x, is calculated and subtracted from the result of
%, = E. And last, E°/2x,” is calculated and subtracted. The
process is stopped whenever the desired aeccuracy 1s reached.
1f the desired accuracy is not reached by the final step of
the process, the most efficient thing to do would be to
calculate an x4 using the most accurate estimate.
For an illustration, N = 61.94 vhich for the purposes

here is regarded as an exact number,
= =8
8 = 7.7425
by |

x, = 5(8 + 7,7425) = 7.87125

E = ,0010529791
x, - E= 7.8701970209

E2/2x, = 0000000704
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%y = E = B2 o 7.8701969505

7%,
£3/2%,% = ,00000000001.3

x, corrected = 7,870196950487 correct to at least ten digits.
This is quite an improvement in the accuracy over the
same example in section 7.3. It is quite ummecessary to
find an appm:n.ﬁatiaa to this many digits 1f 61.94 1s only
an approximate mumbex, and also unnecouary 1! only a fw
number of corract digits are needed. |



CHAPTER VIII

CONCLUSION

8.1. Swmary of the thesis. It was the purpose of
this study to develop and investigate the use of the error

formula to.canpute square roots, extend the formula concept,
and develop a procedure for the use of the findings of the
thesis, This has been accomplished in the seven preceding
chapters.

Chapter VII sets forth the procedure based on the
use of error formulas to compute square roots.

8.2. Suggestions for further study. One immediate
suggestion for further study is to investigate the possibile

ity of extending the use of error formulas to the extraction
of cube roots. An iteration method is well known for this
as it is for square roots.

Further investigation might be suggested in developing
an error formula for finding the nth rvot of a number. An
iteration formula is well known for this too.

And finally, the concept of an ervor formula might
be investigated for the solution of equations other than

pure quadratics.
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